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About this guide

This guide provides information about managing a Phoenix International RPC24™ storage system by using its
command-line interface (CL1).

Intended audience
Thisguide isintended for storage system administrators.

Prerequisites
Prerequisites for using this product include knowledge of:

¢ Network administration

e Storage system configuration

e Storage area network (SAN) management and direct attach storage (DAS)

e Fibre Channel, Serial Attached SCSI (SAS), Internet SCSI (iSCSI), and Ethernet protocols

Related documentation

For information about See

Enhancements, known issues, and late-breaking Release Notes

information not included in product documentation

Overview of product shipkit contents and setup tasks Getting Started”

Regulatory compliance and safety and disposal RPC24 Product Regulatory Compliance and Safety”
information

Using arackmount bracket kit to install an enclosureinto a | RPC24 Rackmount Bracket Kit Installation® or RPC24 2-Post
rack Rackmount Bracket Kit Installation”

Product hardware setup and related troubleshooting RPC24 694xx Series Setup Guide

Obtaining and installing alicense to use licensed features | RPC24 694xx Series Obtaining and Installing a License

Using the web interface to configure and manage the RPC24 694xx Series Storage Management Guide
product

Using the command-line interface (CL1) to configureand | RPC24 694xx Series CL| Reference Guide
manage the product

Event codes and recommended actions RPC24 Event Descriptions Reference Guide

Identifying and installing or replacing field-replaceable RPC24 694xx Series FRU Installation and Replacement Guide
units (FRUs)

* Printed document included in product shipkit.
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Document conventions and symbols

Tablel Document conventions

Convention Element
Blue text Cross-reference links and e-mail addresses
Blue, underlined text Web site addresses
Bold font * Key names
e Text typedinto a GUI element, such asinto abox
¢ GUI elementsthat are clicked or selected, such as menu and list items,
buttons, and check boxes
Italics font Text emphasis

Monospace font

File and directory names
System output

Code

Text typed at the command-line

Monospace, italic font

Code variables
Command-line variables

Monospace, bold font

Emphasis of file and directory names, system output, code, and text typed at

the command line

/\ CAUTION: Indicates that failure to follow directions could result in damage to equipment or data.

224

[ IMPORTANT: Provides clarifying information or specific instructions.

NOTE: Provides additiona information.

¥ TIP:  Provides helpful hints and shortcuts.

Document conventions and symbols
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1 Usingthe CLI

This chapter introduces the RPC24 694xx Series command-line interface (CLI).
In this guide:

e Theterm disk group refersto either avdisk for linear storage or avirtual disk group for virtua storage.
e Theterm pool refersto either asingle vdisk for linear storage or avirtual pool for virtual storage.

Accessing the CLI

The CLI software embedded in the controller modules enables you to manage and monitor storage-system
operation. You can access the CLI in two ways:

e Byusing HTTP, HTTPS, Telnet, an SSH application, or aterminal emulator on a management host that is
remotely connected through aL AN to a controller modul€’'s network port.

* By using aterminal emulator on a management host that is directly connected to a controller modul€e's serial
CLI port.

For information about accessing the CLI and obtaining IP values for storage-system management, see your
product’s Setup Guide.

Table2 Default usernames and passwords

Username | Password | Roles

monitor | !monitor | Monitor (view only)

manage Imanage | Monitor, Manage (view and change)

CLI output formats

The CLI has two output formats:

e Console format, which is the human-to-computer interface (HCI).
« XML API format, which is the computer-to-computer interface (CCI).

Console format enables users to interact with the CL1 and obtain easily readable information. This format
automatically sizes fields according to content and adjusts content to window resizes. These capabilities would
present problems for a CClI in the form of scripts or other client software.

XML API format enables any external application to interact with the storage system. The XML format is
constructed to permit new fields to be added without impacting existing clients if they follow standard XML
parsing conventions.

Scripting is not supported using console format because labels, field sizes, and order of fields may change in
future firmware releases. To properly script CLI commands use XML API format, which is expected to remain
consistent from release to release; field names will be consistent and new functionality will be added as new
fields. These types of changesin XML output will not impact a conventional XML parsing engine.

You can change the CLI output format by using the set cli-parameters command; see "Example” (page 165).
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Using CLI

interactively

By default the CLI is an interactive application. When you are logged into the CLI, the CLI waits for acommand
to be entered and then respondsto it.

The following example shows interactively starting a Telnet session, logging into the CLI, executing a command
to show volumes, and exiting the CLI:

S:

telnet IP-address

IP-address

System Version: version

MC Version: version
Serial Number: SN
172.22.5.55 login: monitor

Password:

product

System Name: Test

System Location: Lab

Version: version

# show volumes

Pool Name Total Size Alloc Size Class Type

Health Reason Action

dg0001 dg0001_v0001 100.7GB 100.7GB Linear standard

OK

Success: Command completed successfully. (2014-07-10 13:43:36)

# exit

Using a script to access the CLI

The following example shows how to construct a Perl script to communicate with the CLI viaTelnet. cLogin is
called at the start of the script to log a user into the CLI. The script uses the command-line parameters specified as
the | P address, username, and password. After the user has been logged in, other commands can be sent to the

CLI.

use Net::Telnet;

sub cLogin {

}

$telnet->open(s_[0]);
$telnet->waitfor(/(login|username) [: ]*$/1);
$telnet->print ("$_[1]");

S$telnet->waitfor (/password[: ]*$/1i);
$telnet->print ("$_[2]");

# either got a login or a prompt

@ok = $telnet-s>waitfor(/ (#|login:*) /i);

if ($debug commands == 1) { print "-"; print @ok; print "-\n"; }
if ($ok[1l] =~ m/login/gi)
{
return 0;
1
else
{
return 1;
1

SipAddr = S$ARGVI[O0];
Susername = S$SARGV[1];

S$Spassword

SARGV [2] ;

Using CLI interactively 17
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Stelnet = new Net::Telnet ( Timeout=>10,

Errmode=>'die"',

Prompt => '/\# $/1i');

if ( !cLogin($ipAddr, Susername, Spassword) == 1 )

{
print ("Error: Susername user failed to log in. Exiting.\n");
Stelnet->close;
exit (0) ;

}

For scripting support, the following command can be used to access the XML API and to disable the paging mode
that pauses for each full screen of command output.

Stelnet->cmd("set cli-parameters api-embed pager disabled");

The following code segment shows how to get the entire configuration information from the CLI and print the
output. The output can easily be redirected to afile for archiving.

@sV = Stelnet->cmd("show configuration") ;
for ($i=0; Si<scalar(@sV); Si++)

{
}

Because basic command-line semantics provide prompts for user input and response timeis indeterminate, scripts
must use an “expect” -type mechanism to scan output for prompts. It is more efficient to usethe HTTP interface to
accessthe XML API. The following example shows how to construct a Perl script to communicate with the XML
APl viaHTTPR.

print ("@sV[ $i 1");

use LWP::UserAgent;

use Digest::MD5 gw(md5 hex) ;

use XML: :LibXML;

# generate MD5 hash using default username/password
my $md5 data = "manage !manage";

my $md5 hash = md5 _hex( $md5 data );

print "$md5 hash\n";

# create the URL and send an http GET request

Sua = LWP::UserAgent->new;
$url = 'http://10.0.0.2/api/login/' . $md5 hash;

print ("Sending to S$url\n");
Sreq = HTTP::Request->new(GET => Surl);

Sres = $Sua->request (Sreq) ;
# Parse the XML content using LibXML to obtain the session key
print S$res->content;

my Sparser = XML::LibXML->new() ;
my $doc = S$parser-sparse string( $res->content );

my Sroot = S$Sdoc->getDocumentElement;
my @objects = $Sroot->getElementsByTagName ('OBJECT') ;
my @props = S$objects[0] ->getElementsByTagName ('PROPERTY') ;

my S$sessionKey;

foreach my $prop ( @props )
my Sname = Sprop->getAttribute('name') ;
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print "Property = " . $name . "\n";

if ( $name eq 'response' ) {
SsessionKey = S$prop->textContent;

print "Session Key = $sessionKey\n";

# Run a sample command to obtain the disks in the system.

Surl 'http://10.0.0.2/api/show/disks';
Sreq = HTTP::Request->new(GET => sSurl);
Sreg->header ('sessionKey' => $sessionKey ) ;
Sreqg->header ('dataType' => 'ipa' );

Sres = S$Sua->request (Sreq) ;

Surl2 = 'http://10.0.0.2/api/exit"';

Sreq2 = HTTP::Request->new (GET => $url3);
Sreg2->header ('sessionKey' => S$sessionKey );

Sreqg2->header ('dataType' => 'api' );
Sres2 = Sua->request (Sreq2) ;

print S$res->content;

The next section provides more information about using the XML API.
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Using the XML API

The Management Controller provides access for monitoring and management viathe Telnet and SSH protocol s for
command-line interface semantics, or viathe HTTP and HTTPS protocols for XML API request/response
semantics.

You can use an XML parser, such as XML : : Parser in Perl, to process the XML output and store this
information as objects.

The output of each CLI command is composed of valid XML data until the CLI prompt (typically #) is
encountered. The output containsavalid XML header followed by the XML elements described in the following
table.

Table3 XML API elements

Element Description and attributes

RESPONSE | The RESPONSE element isthe top-level element, which contains all data output for the CL1 command that
was issued. The response includes:

* A number of OBJECT elements, which varies by command.

» A status object that provides a message and return code. A return code of 0 indicates that the command
succeeded. Any other return code is an error code.

Thereisonly one RESPONSE element per issued command.

OBJECT In general, an OBJECT element describes a storage-system component such as adisk or avolume. An object
has these attributes:

* Dbasetype. Thisattribute allows output in brief mode to be correlated with metadata to reduce the
overhead of each command, as described in XML API optimization. Thisis aso agood field to use to
detect the type of the object (e.g., adisk, avolume, etc.).

* name. The name of the object.

e oid. Theuniqueidentifier for the object in the scope of the response.

The OBJECT element can contain PROPERTY €lements.

PROPERTY | A PROPERTY element provides detail about the attributes of an OBJECT. A property has these attributes:

e name. Theunique name for the property within the object.

* key. Indicates whether this property is akey value to identify this object.

* type. Thetype of datarepresented by the element data.

* size. Typicaly the maximum size of the output. Usually only important if the console output is
displayed in rows.

* draw. Whether to show or hide this datain console format.

» sort. Thetype of sorting that can be applied to this property.

e display-name. Thelabel for this datato show in user interfaces.

COMP A COMP (composition) element associates nested objects, such as atask object within a schedule object. A
composition element has these attributes:

* P. Theoid of the part component.
e G Theoid of the group component.

An dternative to using COMP elementsis described in XML APl optimization.

ASC The association element provides a simple association description between two objects in the response.

e A, First object.
e B. Second object.
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Scripting guidelines

When scripting command input, use CLI syntax as defined in this guide. For use with Telnet or SSH, use a space
character between command names, parameters, and their values (as shown throughout this guide). For use with
the HTTP interface, usea’/’ character instead of a space character between command names, parameters, and
their values.

When writing scriptsto parse XML API output, use an XML library to parse the data. For parsing, a script should
not rely on ordering, spacing, or column position. To find a specific property, a script should compare property
names as it searches through the data. This allows the script to be compatible with future versions that could
potentially add new fields to the output.

The output of show commands isintended for monitoring or obtaining the current configuration. Other
commands provide configuration data and display one or more status objects that specify the status of command
processing. The last status object specifies the overall status of the command; other status objects indicate
intermediate processing status.

The following example shows the XML API status object:

<OBJECT basetype="status" name="status" oid="1">

<PROPERTY name="response-type" type="string" size="12" draw="false"
sort="nosort" display-name="Response Type">Success</PROPERTY>

<PROPERTY name="response-type-numeric" type="uint32" size="12" draw="false"
sort="nosort" display-name="Response Type">0</PROPERTY>

<PROPERTY name="response" type="string" size="180" draw="true" sort="nosort"
display-name="Response">Command completed successfully. (2014-07-10
13:52</PROPERTY>

<PROPERTY name="return-code" type="sint32" size="15" draw="false"
sort="nosort" display-name="Return Code">0</PROPERTY>

<PROPERTY name="component-id" type="string" size="80" draw="false"
sort="nosort" display-name="Component ID"></PROPERTY>

<PROPERTY name="time-stamp" type="string" size="25" draw="false"
sort="datetime" display-name="Time">2014-07-10 13:52:45</PROPERTY>

<PROPERTY name="time-stamp-numeric" type="uint32" size="25" draw="false"
sort="datetime" display-name="Time">1405000365</PROPERTY>

</OBJECT>

In ascript, each command should check the previous command's status before proceeding. If the value of the
status object’'sreturn-code property is 0, the command succeeded; any other value means that the
command failed.

XML API examples

The following example shows a command formatted for use with the command-line interface and for use with the
HTTPS interface, and its XML API output.

¢ Command-lineinterface format: create user JSmith interfaces wbi password Abc#1379
* HTTPinterfaceformat: create/user/JSmith/interfaces/wbi/password/Abc#1379

<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<RESPONSE VERSION="L100">
<OBJECT basetype="status" name="status" oid="1">

<PROPERTY name="response-type" type="string" size="12" draw="false"
sort="nosort" display-name="Response Type">Success</PROPERTY>

<PROPERTY name="response-type-numeric" type="uint32" size="12" draw="false"
sort="nosort" display-name="Response Type">0</PROPERTY>

<PROPERTY name="response" type="string" size="180" draw="true" sort="nosort"

display-name="Response">Command completed successfully. (JSmith) - The new user
was created. (2014-07-10 14:16:29)</PRO
PERTY>

<PROPERTY name="return-code" type="sint32" size="15" draw="false"
sort="nosort" display-name="Return Code">0</PROPERTY>

<PROPERTY name="component-id" type="string" size="80" draw="false"
sort="nosort" display-name="Component ID">JSmith</PROPERTY>

<PROPERTY name="time-stamp" type="string" size="25" draw="false"
sort="datetime" display-name="Time">2014-07-10 14:16:29</PROPERTY>
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<PROPERTY name="time-stamp-numeric" type="uint32" size="25" draw="false"
sort="datetime" display-name="Time">1405001789</PROPERTY>

</OBJECT>
</RESPONSE>

XML API optimization

The following are two ways to optimize XML API performance:

« Use embedded objects. This allows one object to contain not only properties but also other objects. In general,
parsing a structure such asthisis easier as the association between objectsis simpler. Thisis an aternative to
using COMP elements.

« Usebrief mode. In brief mode, which is disabled by default, returns a subset of attributes of object properties.
The name and type attributes are always returned. Other properties can be obtained by using the meta
command with the basetype of the object. This optimization reduces the number of bytes transmitted for each
reguest and allows caching of CLI metadata. Brief mode can be enabled or disabled by using the set
cli-parameters command.

In the following example, which uses brief mode, embedded objects contain media-specific detail for ports:

# show ports
<?xml version="1.0" encoding="UTF-8" standalone="yes"?>
<RESPONSE VERSION="L100" REQUEST="show ports'">
<OBJECT basetype="port" name="ports" oid="1" format="rows">
<PROPERTY name="durable-id" type="string">hostport AO0</PROPERTY>
<PROPERTY name="controller" key="true" type="string">A</PROPERTY>
<PROPERTY name="controller-numeric" key="true" type="string">1l</PROPERTY>
<PROPERTY name="port" key="true" type="string">A0</PROPERTY>
<PROPERTY name="port-type" type="string">FC</PROPERTY>
<PROPERTY name="port-type-numeric" type="string">6</PROPERTY>
<PROPERTY name="media" type="string">FC(-)</PROPERTY>
<PROPERTY name="target-id" type="string">207000c0££19331c</PROPERTY>
<PROPERTY name="status" type="string"s>Disconnected</PROPERTY>
<PROPERTY name="status-numeric" type="string">6</PROPERTY>
<PROPERTY name="actual-speed" type="string"></PROPERTY>
<PROPERTY name="actual-speed-numeric" type="string">255</PROPERTY>
<PROPERTY name="configured-speed" type="string">Auto</PROPERTY>
<PROPERTY name="configured-speed-numeric" type="string">3</PROPERTY>
<PROPERTY name="health" type="string">OK</PROPERTY>
<PROPERTY name="health-numeric" type="string">0</PROPERTY>
<PROPERTY name="health-reason" type="string"s></PROPERTY>
<PROPERTY name="health-recommendation" type="string"></PROPERTY>
<OBJECT basetype="fc-port" name="port-details" oid="2" format="rows"s>
<PROPERTY name="configured-topology" type="string">PTP</PROPERTY>
<PROPERTY name="primary-loop-id" type="string">N/A</PROPERTY>
<PROPERTY name="sfp-status" type="string"sNot present</PROPERTY>
<PROPERTY name="sfp-present" type="string">Not Present</PROPERTY>
<PROPERTY name="sfp-present-numeric" type="string">0</PROPERTY>
<PROPERTY name="sfp-vendor" type="string"></PROPERTY>
<PROPERTY name="sfp-part-number" type="string"></PROPERTY>
<PROPERTY name="sfp-revision" type="string"></PROPERTY>
<PROPERTY name="sfp-supported-speeds" type="string">N/A</PROPERTY>
</OBJECT>
</OBJECT>

<OBJECT basetype="status" name="status" oid="17">
<PROPERTY name="response-type" type="string"s>Success</PROPERTY>
<PROPERTY name="response-type-numeric" type="string">0</PROPERTY>

<PROPERTY name="response" type="string">Command completed successfully.
(2014-07-10 14:23:23)</PROPERTY>

<PROPERTY name="return-code" type="sint32">0</PROPERTY>
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<PROPERTY name="component-id" type="string"></PROPERTY>
<PROPERTY name="time-stamp" type="string">2014-07-10 14:23:23</PROPERTY>

<PROPERTY name="time-stamp-numeric" type="string">1405002203</PROPERTY>
</OBJECT>

</RESPONSE>

Command syntax

General rulesfor specifying commands
Command names and parameter names are not case sensitive.
Parameters enclosed in square brackets ([]) are optional. Do not type the bracket characters.

Parameter values separated by '|' characters are options. Enter only one of the values. Unless specified otherwise,
enumerated values are not case sensitive.

Parameter valuesin italics are variables. Substitute text that is appropriate for the task you want to perform.
Unless specified otherwise, variable values such as names of users and volumes are case sensitive and have a
maximum length in bytes. ASCII characters are 1 byte; most Latin (Western European) characters with diacritics
are 2 bytes; most Asian characters are 3 bytes.

Unless otherwise specified, a parameter value can include spaces and printable UTF-8 characters except:
" , < \

A parameter value that includes a space must be enclosed in double quotes.

Parameters can be entered in any order. However, for a parameter with no keyword, if you want to specify avalue
that is partially or entirely the same as the keyword of an optional parameter, you must specify the optional
parameter before the value. For example, to create a user named base you must specify the optiona base
parameter before the namebase: create user base 2 base

Specifying drawers

In an enclosure with drawers:

e Disk drawersare specified by enclosure 1D and drawer number. Enclosure I Dsincrement from 0. Drawer IDs
increment from 0 in each enclosure. Example: 2.1

» Disks are specified without the drawer number, as described below.

Specifying disks
Disks are specified by enclosure ID and slot number. Enclosure I Dsincrement from 0. Disk IDs increment from O
in each enclosure. You can specify:
e Adisk. Example: 1.4
¢ A hyphenated range of disks. Example: 1.4-7
e A commaseparated list of individual disks, ranges, or both (with no spaces). Example: 1.4,1.6-9

¢ For virtual storage, aRAID 10 or 50 disk group with disks in subgroups separated by colons (with no spaces).
RAID-50 example: 1.1-3:1.4-6:1.7,1.10-11

e For linear storage, a RAID 10 or 50 vdisk with disksin sub-vdisks separated by colons (with no spaces).
RAID-50 example: 1.1-3:1.4-6:1.7,1.10-11

Specifying vdisks
You can specify:

e A vdisk by itsname or serial number. A unique serial number is automatically assigned when avdisk is
created, and does not change for the life of the vdisk.

e Alist of vdisk names or serial numbers separated by commas (with no spaces). Not al commands support
lists. List example: vd1, "My vdisk"

Command syntax 23



Specifying disk groups
You can specify:
e A disk group by its name or serial number.

¢ A list of disk-group names or serial numbers separated by commas (with no spaces). Not all commands
support lists. Example: dg1, "Disk group 1"

Specifying pools
You can specify:
e A pool by its name or serial number.

e Alist of pool namesor serial numbers separated by commas (with no spaces). Not all commands support lists.
Example: A, B

Specifying volumes
You can specify:

e A volume by its name or serial number. A unique serial number is automatically assigned when avolumeis
created, and does not change for the life of the volume.

e Alist of volume names or serial numbers separated by commas (with no spaces). Not all commands support
lists. List example: vdl_v1, "Vol #1"

Specifying volume groups
You can specify:

e A volume group by its name in the format volume-group. *, where * represents all volumesin the group.
Example: TestVolumes. *

Specifying ports
Controller module host ports are specified by port number only (to use the same port in both controllers) or by
controller ID and port number (to specify a port in one controller). Controller IDs are A for the upper controller
and B for the lower controller, and are not case sensitive. Port IDsincrement from O in each controller module.
You can specify:
e A port ID in both controllers. Example: 1
e A port ID in one controller. Example: A1
¢ A hyphenated range of IDs. Do not mix controller IDsin arange. Example: b0O-b1 or 0-1
e A comma-separated list of IDs, ranges, or both (with no spaces). Example: A0, b0-bl or A0, 1

Specifying initiators and hosts
You can specify:
¢ AnFCinitiator by its nickname or 16-hex-digit WWPN.
e A SASinitiator by its nickname or 16-hex-digit WWPN.
e AniSCSl initiator by its nickname or node name (typically the IQN).

¢ A host by namein the format host -name . *, where * represents all initiators in the host. Example:
FC-Server. *

Specifying host groups
You can specify:

¢ A host group by namein the format host -group. * . *, where the first * represents all hostsin the group
and the second * represents all initiatorsin those hosts. Example: TestLab. * . *
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User password rules

¢ Thevaueiscase sensitive.
¢ Thevaue can have 8-32 characters.
e Thevaue caninclude printable UTF-8 characters except aspaceor: "' , <>\

¢ A vauethat includes only printable ASCII characters must include at |east one uppercase character, one
lowercase character, and one non-al phabetic character. This rule does not apply if the password contains
UTF-8 characters that are outside the range of printable ASCII characters.

Command completion, editing, and history

The CLI supports command completion, command editing, and command history.

When entering commands interactively you can abbreviate their names and keywords. For example, you can enter
sho cltoruntheshow cli-parameters command. If you press Tab or Ctrl+i after typing sufficient
characters to uniquely identify the command or keyword, the remainder of the command or keyword is displayed
so you can confirm your intent. If you enter too few lettersto uniquely identify a keyword, pressing Tab or Ctrl+i
will list commands or keywords that match the entered string and redisplays the string so you can complete it.

When scripting commands, type commandsin full to aid readability.

The history contains commands entered in the active CLI session. You can recall acommand from the history, edit
it, and run it.

Table4 Keyboard shortcuts for command completion, editing, and history

To Press
Complete apartially entered keyword Tab or Ctrl+i
Show command history F6
Get previous command from history Up Arrow
Get next command from history Down Arrow
Move cursor |eft Left Arrow
Move cursor right Right Arrow
Delete previous character Backspace
Viewing help

To view brief descriptions of all commands that are available to the user role you logged in as, enter:

help
To view full help for acommand name, enter:

help command-name

To view the information shown in Command syntax above, enter:

help syntax
To view the information shown in this topic and in Command completion, editing, and history above, enter:

help help

Command completion, editing, and history 25



Size representations

Parameters such as names of users and volumes have a maximum length in bytes. ASCII characters are 1 byte;
most Latin (Western European) characters with diacritics are 2 bytes; most Asian characters are 3 bytes.

Operating systems usually show volume size in base 2. Disk drives usually show size in base 10. Memory (RAM

and ROM) size is always shown in base 2.

In the CLI, the base for entry and display of storage-space sizes can be set per user or per session; see create user
and set cli-parameters. When entering storage-space sizes only, either base-2 or base-10 units can be specified.

Table5 Sizerepresentationsin base 2 and base 10

Base 2 Base 10

Unit Sizeinbytes | Unit Sizein bytes
KiB (kibibyte) | 1,024 KB (kilobyte) | 1,000

MiB (mebibyte) | 1,024° MB (megabyte) | 1,000

GiB (gibibyte) | 1,024° GB (gigabyte) | 1,000°

TiB (tebibyte) | 1,024% TB (terabyte) | 1,000*

PiB (pebibyte) | 1,024° PB (petabyte) | 1,000°

EiB (exbibyte) | 1,024° EB (exabyte) 1,000°

The locale setting determines the character used for the decimal (radix) point, as shown below.

Table6 Decimal (radix) point character by locale

Language Character | Examples

English, Chinese, Japanese, Korean Period (.) 146.81 GB
3.0Gbh/s

Dutch, French, German, Italian, Spanish Comma(,) | 146,81 GB
3,0Gbh/s

Event log
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A controller enclosure’s event log records all events that have occurred in or been detected by the controller
modul es and encompasses all field-replaceable units (FRUS) in the storage system.

Each event has one of the following levels, in decreasing severity:

e Critical. A failure occurred that may cause a controller to shut down. Correct the problem immediately.
e FError. A falure occurred that may affect dataintegrity or system stability. Correct the problem as soon as

possible.

« Warning. A problem occurred that may affect system stability but not data integrity. Evaluate the problem and

correct it if necessary.

e Informational. A configuration or state change occurred, or a problem occurred that the system corrected. No

action isrequired.

For information about viewing events, see the show events command.
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Categorical list of commands

Current commands by category

The following table helps you find a command within a category of functionally related commands. A command
might appear in more than one category.

Table7 Commands by category

Category Commands

CLI and users | create user, delete user, exit, help, set cli-parameters, set password, set prompt, set user, show
cli-parameters, show users

Disks, disk abort scrub, abort verify, add disk-group, add spares, clear disk-metadata, clear fde-keys, create vdisk,

groups, pools, | delete pools, delete vdisks, dequarantine, down disk, expand vdisk, remove spares, rescan, scrub

tiers, and disk-groups, scrub vdisk, set disk, set disk-group, set expander-fault-isolation, set fde-import-key, set

spares fde-lock-key, set fde-state, set led, set pool, set vdisk, show disks, show disk-groups, show fde-state, show
pools, show tiers, show vdisks, trust, verify disk-groups, verify vdisk

Volumes, add host-group-members, add host-members, add volume-group-members, create host, create host-group,

volume create volume, create volume-group, create volume-set, delete host-groups, delete hosts, delete

groups, initiator-nickname, delete volume-groups, delete volumes, expand disk-group, expand volume, map

initiators, volume, release volume, remove disk-groups, remove host-group-members, remove host-members, remove

hosts, host volume-group-members, scrub volume, set cache-parameters, set host, set host-group, set host-port-mode,

groups and setinitiator, set volume, set volume-group, show cache-parameters, show host-groups, show initiators, show

mapping maps, show ports, show unwritable-cache, show volume-groups, show volume-names, show
volume-reservations, show volumes, unmap volume

Snapshots, convert master-to-std, convert std-to-master, create master-volume, create snap-pool, create snapshots,

and snap delete all-master-volumes, delete all-snapshots, delete snap-pool, delete snapshot, delete

pools snapshot-write-data, expand snap-pool, reset snapshot, rollback volume, set priorities, set snap-pool-policy,
set snap-pool-threshold, show master-volumes, show priorities, show snap-pools, show snapshots

Volume copy | abort volumecopy, show volumecopy-status, volumecopy

Scheduled create schedule, create task, delete schedule, delete task, set schedule, set task, show schedules, show tasks

tasks

Event set email-parameters, set snmp-parameters, set syslog-parameters, show email-parameters, show events,

notification show snmp-parameters, show syslog-parameters, test

System check firmware-upgrade-health, clear cache, create certificate, create chap-record, create temp-license,

configuration | delete chap-records, ping, reset host-link, restart, set advanced-settings, set cache-parameters, set

and utilities | chap-record, set controller-date, set disk-parameters, set enclosure, set expander-fault-isolation, set
expander-phy, set host-parameters, set host-port-mode, set iscsi-parameters, set led, set network-parameters,
set ntp-parameters, set protocols, set system, show advanced-settings, show cache-parameters, show
certificate, show chap-records, show configuration, show controller-date, show controllers, show
disk-parameters, show enclosures, show expander-status, show fans, show frus, show inquiry, show
iscsi-parameters, show license, show network-parameters, show ntp-status, show ports, show
power-supplies, show provisioning, show protocols, show redundancy-mode, show sas-link-health, show
sensor-status, show shutdown-status, show system, show system-parameters, show versions, shutdown

Service clear events, clear expander-status, fail, reset smis-configuration, restore defaults, set debug-log-parameters,

utilities set expander-fault-isolation, set expander-phy, show debug-log-parameters, show expander-status, unfail
controller

API specific | meta, show refresh-counters

Remote create remote-system, delete remote-system, remote, set remote-system, show remote-systems, verify links,

systems verify remote-link
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Table7 Commands by category (continued)

Category Commands

Remote abort replication, add replication-volume, create replication-set, delete replication-set, detach

replication replication-volume, export snapshot, reattach replication-volume, remove replication-volume, replicate
snapshot, replicate volume, resume replication, set replication-primary-volume, set
replication-volume-parameters, show replication-images, show replication-sets, show replication-volumes,
start vdisk, stop vdisk, suspend replication

Statistics reset all-statistics, reset controller-statistics, reset disk-error-statistics, reset disk-group-statistics, reset
disk-statistics, reset host-port-statistics, reset pool-statistics, reset vdisk-statistics, reset volume-statistics,
show controller-statistics, show disk-group-statistics, show disk-statistics, show host-port-statistics, show
pool-statistics, show tier-statistics, show vdisk-statistics, show volume-statistics

Deprecated commands
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The following table lists commands that are deprecated and specifies other commands to use instead, if any.
Deprecated commands remain usablein this release but may be removed in afuture release. If you have scripts
that use deprecated commands, update the scripts to use the replacement commands instead.

Table8 Deprecated commands

Deprecated command Replacement command
add global-spare add spares

add vdisk-spare add spares

delete global-spare remove spares

delete host delete initiator-nickname
delete master-volume delete volumes

delete vdisk-spare remove spares

rollback master-volume rollback volume

set auto-write-through-trigger set advanced-settings

set awt set advanced-settings

set global-spare add spares

set host-name set initiator

Set job-parameters set advanced-settings

Set spares add spares, remove spares
Set storage-pool overcommit set pool

Set storage-pool set pool

set vdisk-spare add spares

show auto-write-through-trigger | show advanced-settings

show awt show advanced-settings
show channels show ports

show host-maps show maps

show host-parameters show ports

show hosts show initiators

show job-parameters show advanced-settings
show schedule-details show schedules
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Table8 Deprecated commands (continued)

Deprecated command Replacement command
show task-details show tasks
show volume-maps show maps

verify storage-pool-components

verify disk-groups

versions

show versions

Removed commands

Thefollowing table lists commands that have been removed in this release and specifies commands to use instead,

if any.

Table9 Commandsremoved in thisrelease

Removed command

Replacement command

add storage-pool-components

add disk-groups

cls None
create host-wwn-name set initiator
create storage-pool None

delete all-volumes

delete all-master-volumes

delete host-wwn-name

delete initiator-nickname

delete iscsi-host delete initiator-nickname
delete storage-pool delete pools

delete vdisk delete vdisks

history None

remove storage-pool -components

remove disk-groups

reset host-channel-link reset host-link
reset snap-pool None
scrub disk None
scrub storage-pool-components None

Set drive-parameters

set disk-parameters

set host-wwn-name

set initiator

set iscsi-host

set initiator

set output-format

set cli-parameters

Set snap-pool-parameters

None

set snapshot-policy

None

show drive-parameters

show disk-parameters

show enclosure-status

show enclosures, show frus, show sensor-status

show host-wwn-names

show initiators

show output-format

show cli-parameters

show port-wwn

show ports

show storage-pool-components

show disk-groups

Removed commands
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Table9 Commands removed in this release (continued)

Removed command

Replacement command

show storage-pools

show pools

show storage-status

show disk-group-statistics

show volume copy-status

show volumecopy-status

stty

None

tinfo

None

The following table lists commands that were removed in previous rel eases and specifies commands to use

instead, if any.

Table10 Commandsremoved in previous releases

Removed command

Replacement command

clear disk metadata clear disk-metadata
create host-name set initiator

create iscsi-host set initiator

echo None

exec None

expand master-volume

expand volume

set host-port-interconnects

None — not applicable to RPC24 694xx Series

set replication-external-view

set replication-primary-volume

set snap-pool policy

set snap-pool-policy

set snap-pool threshold

set snap-pool-threshold

show host-port-interconnects

None — not applicable to RPC24 694xx Series

show iscsi-hosts

show initiators

show lun-maps

show maps
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Alphabetical list of commands

This chapter is organized to help you find acommand by hame. Each command topic includes one or more of the
following sections:

Description The command's purpose and notes about its usage
Min. role The minimum user role required to use the command
Syntax The command's syntax
Parameters Descriptions of the command's parameters
Output Descriptions of fields shown in console format
Example One or more examples of the command's usage in console format
Basetypes References to descriptions of basetype properties shown in XML API format
See also References to commands that are used with the command
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abort replication

32

Description

Min. role

Syntax

Parameters

Example

See also

Abortsthe current replication operation for the specified secondary volume. This command appliesto linear
storage only.

The current replication may be running or suspended. This command must be issued on the system that
owns the secondary volume.

manage

abort replication
[set replication-set]
replication-volume

set replication-set
Optional. The name or serial number of the replication set. A name that includes a space must be enclosed
in double quotes.

replication-volume
The name or serial number of the secondary volume. A name that includes a space must be enclosed in
double quotes. If the name is not unique across replication sets, specify the set parameter.

Abort replication of primary volume V1 to secondary volume rvi.
# abort replication rV1

* resumereplication

e suspend replication

« show replication-sets

« show replication-volumes
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abort scrub

Description

Min. role

Syntax

Parameters

Example

Seedso

Aborts a media scrub operation. You can abort scrub of specified disk groups, vdisks, or volumes.

manage

abort scrub

Specify only one of the following parameters.

[disk-group disk-groups]

[vdisk vdisks]
[volume volumes]

disk-group disk-groups

Optional. A comma-separated list of the names or serial numbers of the disk groups to stop scrubbing. A
name that includes a space must be enclosed in double quotes.

vdisk vdisks

Optional. A comma-separated list of the names or serial numbers of the vdisks to stop scrubbing. A name
that includes a space must be enclosed in double quotes.

volume volumes
Optional. A comma-separated list of the names or serial numbers of the volumesto stop scrubbing. A name

that includes a space must be enclosed in double quotes.

Abort scrubbing disk group dg1.

# abort scrub disk-group dgl

Abort scrubbing vdisk vd1.

#

abort scrub vdisgsk vdil

Abort scrubbing volume voll.

#

abort scrub volume voll

scrub disk-groups
scrub vdisk

scrub volume
show disk-groups
show vdisks
show volumes

abort scrub
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abort verify

Description Aborts amedia verify operation. You can abort verification of specified disk groups or vdisks.
Min. role manage

Syntax abort verify
[disk-group disk-groups]
[vdisk vdisks]

Parameters disk-group disk-groups
Optional. A comma-separated list of the names or serial numbers of the disk groups to stop verifying. A
name that includes a space must be enclosed in double quotes.

vdisk vdisks
Optional. A comma-separated list of the names or serial numbers of the vdisks to stop verifying. A name
that includes a space must be enclosed in double quotes.

Example Abort verifying disk group dg1.
# abort verify disk-group dgl
Abort verifying vdisk vdi.

# abort verify wvdisk wvdl

Seeaso ¢ show disk-groups

e show vdisks
e verify disk-groups
e verify vdisk
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abort volumecopy

Description

Min. role

Syntax

Parameters

Example

See also

Aborts copying avolume. This command appliesto linear storage only.

When the abort is complete, the destination volume is del eted.

manage

abort volumecopy

volume

volume

The name or serial number of the source volume, the destination volume, or if a snapshot is being copied,

its associated master volume. A name that includes a space must be enclosed in double quotes.

Abort creating destination volume vdl _copy.

# abort volumecopy vl copy

show volumecopy-status
show volumes
volumecopy

abort volumecopy
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add disk-group
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Description

2

Min. role

Syntax

Parameters

Creates alinear disk group or avirtual or read-cache disk group (with the Virtualization license) using
specified disks.

All disksin agroup must be the same type (enterprise SAS, for example). A group of midline SAS disks
can be used inthe Archivetier. A group of enterprise SAS disks can be used in the Standard tier. A group of
SAS SSDs can be used either in the Performance tier (with the Performance tier license) or asread cache. A
virtual pool can contain only one read-cache group. A virtual pool cannot contain both read cache and a
Performance tier. At least one virtual group must exist before a read-cache group can be added. A
read-cache disk group can contain a maximum of two disks.

When you add a virtual disk group, the system will first prepare the group to be added to a virtual pool.
During preparation, the group's status will be VPREP and the group cannot be removed. When preparation
is complete, the group will start initializing. During initialization, the group's status will be INIT and the
group will be available to store user data—or the group can be removed.

TIP:  All virtual groupsin the same tier within avirtual pool should have the same RAID level. Thiswill
provide consistent performance across the tier.

TIP:  Toreplace asingle-disk read-cache group with a multiple-disk read-cache group, simply remove the
read cache and re-add it.

manage

add disk-group
[assigned-to a|b|auto]
[chunk-size 16k|32k|64k|128k|256k|512k]
disks disks
[lTvel nraid|raid0|r0|raidl|rl|raid3|r3|raid5|r5|raid6|r6|raidl0|rl0|raids50
r50]
[mode online|offline]
[pool a|b]
[spare disks]
type linear|virtual|read-cache
[name]

assigned-to a|b|auto

Optional for alinear group; prohibited for avirtua or read-cache group. For a system operating in
Active-Active ULP mode, this specifies the controller module to own the group. To let the system
automatically load-balance groups between controller modules, use auto or omit this parameter. In Single
Controller mode, this parameter is ignored; the system automatically |oad-balances groups in anticipation
of the insertion of a second controller in the future.

chunk-size 16k|32k|64k|128k|256k|512k

Optional for alinear group; prohibited for avirtual or read-cache group. Specifiesthe amount of contiguous
data, in KB, that iswritten to a group member before moving to the next member of the group. For NRAID
and RAID 1, chunk-size has no meaning and is therefore not applicable. For RAID 50, this option sets the
chunk size of each RAID-5 subgroup. The chunk size of the RAID-50 group is calculated as:
configured-chunk-size x (subgroup-members - 1)

For alinear group, the default is 512k. For avirtua group, the default is 512k with the following
exception: for aRAID-5 or RAID-6 group with a non-power-of-two data disks (for example, 7 data disks
and 2 parity disks), the sizewill be 64k.
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Example

disks disks
Specifies the IDs of the disks to include in the group. For disk syntax, see "Command syntax" (page 23).

The minimum and maximum numbers of disks supported for each RAID level are:

* NRAID: 1 * RAID5: 3-16
* RAIDO: 2-16 * RAID 6:4-16
* RAID1:2 * RAID 10: 4-16
* RAID 3:3-16 * RAID 50: 6-32

RAID 10 requires aminimum of two RAID-1 subgroups each having two disks. RAID 50 requires a
minimum of two RAID-5 subgroups each having three disks. NRAID isautomatically used for aread-cache
group with asingle disk. RAID 0 is automatically used for a read-cache group with multiple disks.

level nraid|raid0|r0|raidl|rl|raid3|r3|raids|r5|raidé|r6|raidlo]|rlo]
raids50|r50
Required for alinear or virtual group; prohibited for a read-cache group. Specifiesthe RAID level to apply

to the member disks. Fault-tolerant RAID levelsare RAID 1, 3, 5, 6, 10, and 50. A linear group can use any
RAID level. A virtua group can use only RAID 1, 5, 6, or 10.

mode online|offline
Optional for alinear group; prohibited for avirtual or read-cache group. Specifies whether the group is
initialized online or offline.

¢ online: Enablesyou to use the group immediately after creating it whileit isinitializing. Because
online uses the verify method to create the group, it takes longer to complete initializing than offline.
Onlineinitialization is fault-tolerant. This option is the default.

e offline: Youmust wait for the group initialization processto finish before using the group. However,
offline takes less time to complete initializing than online. This mode is always used for virtua groups.

pool al|b
Required for avirtual or read-cache group; prohibited for alinear group. Specifies the name of the virtual
pool to contain the group. If the pool does not already exist, it will be created.

spare disks

Optional for alinear group; prohibited for avirtual or read-cache group. Specifies the IDs of 1-4 dedicated
sparesto assignto aRAID 1, 3, 5, 6, 10, or 50 group. For disk syntax, see "Command syntax" (page 23).
Only global spares are used for virtual groups.

type linear|virtual|read-cache

Required. Specifies the type of group to create.

e linear: A disk group for linear storage.

e wvirtual: A disk group for virtual storage.

e read-cache: A disk group for use as read cache for avirtual pool.

name

Optional for avirtual or read-cache group; required for alinear group. Specifies a name for the new group.
The name must be unique system-wide. Input rules:

* Thevalueiscase sensitive.

e Thevaue can have a maximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

» Thevaue caninclude spaces and printable UTF-8 charactersexcept: " , < \
e A valuethat includes a space must be enclosed in double quotes.

If this parameter is omitted, the system will generate the name dgcontroller-ID# where # startsat 0
for avirtual group, or rccontroller-ID for aread-cache group.

Add linear, RAID-1 disk group dg1 with one spare.

# add disk-group type linear disks 1.20-21 level rl spare 1.22 dgl
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Add virtual, RAID-5 disk group dg2 to pool A.

# add disk-group type virtual disks 1.17-19 level r5 pool a

Add aread-cache disk group to pool B. The resulting group will be named rcB.

# add disk-group type read-cache disks 1.18-19 pool b
Seealso ¢ expand disk-group

e remove disk-groups

e set disk-group

» show disk-groups

e show disks

add global-spare (Deprecated)

Use add spares.
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add host-group-members

Description

Min. role

Syntax

Parameters

Example

See also

Adds hosts to a host group. A host group can contain a maximum of 256 hosts.

To add ahost to ahost group, the host must have the same mappings as all other members of the group. This
means that the host must be mapped with the same access, port, and LUN settings to the same volumes or
volume groups.

manage

add host-group-members
hosts hosts
host-group

hosts hosts
A comma-separated list of the names of hosts to add to the specified host group. A name that includes a
space must be enclosed in double quotes.

host-group
The name of an existing host group.

Add existing hosts Host 3 and Host 4 to existing host group HostGroup1.
# add host-group-members hosts Host3,Host4 HostGroupl

e remove host-group-members
show host-groups
show initiators
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add host-members

40

Description

Min. role

Syntax

Parameters

Example

See also

Addsinitiators to a host. A host can contain a maximum of 128 initiators.

To add an initiator to a host, the initiator must have the same mappings as al other initiators in the host.
This means that the initiator must be mapped with the same access, port, and LUN settings to the same
volumes or volume groups.

manage

add host-members
initiators initiators
host-name

initiators initiators
A comma-separated list of the nicknames or 1Ds of initiators to add to the specified host. A hame that
includes a space must be enclosed in double quotes.

host-name
The name of an existing host.

Add existing initiators Init3 and Init4 to existing host Host 1.
# add host-members initiators Init3,Init4 Hostl

e create host

¢ remove host-group-members

» show host-groups (and hosts)
e show initiators

Alphabetical list of commands



add replication-volume

Description

Min. role

Syntax

Parameters

Adds an existing secondary volume to areplication set. This command appliesto linear storage only.
The volume can be in the same system as the primary volume or in aremote system.

A secondary volume is a master volume created specifically for use as the destination for areplication by
using the create master-volume command's prepare-replication-volume parameter.

Secondary volumes serve as the destination for replicated data from the primary volume. When areplicate
snapshot or replicate volume command isissued, datais replicated from the primary volume to the
associated secondary volume in the replication set.

This command must be run on the primary system.
manage

add replication-volume
link-type FC|iSCSI
[max-queue #]
[nowait]
primary-volume volume
[priority low|medium|high]
[remote-system system]
secondary-address ip=IPs|wwnn=WWNNs|wwpn=WWPNs
[set replication-set]
replication-volume

link-type FC|iSCSI
Specifies the type of ports being used for the inter-system link:

e FC: FC ports
e 1SCSI:iSCSl ports

max-queue #
Optional. The number of replication images to consider when determining the next image to replicate:
1-64. Used only if the on-collision parameter issetto oldest.

nowait

Optional. Adding avolume to areplication set can take the Storage Controller several minutesto complete.
This parameter allows that processing to continue in the background so the Management Controller can
process other commands.

primary-volume volume
The name or serial number of the replication volume to be the primary volume for the replication set. A
name that includes a space must be enclosed in double quotes.

priority low|medium|high
Optional. The priority of the replication process on the replication volume: low, medium, or high.

remote-system system

Optional for alocal volume; required for aremote volume if the secondary-address parameter isnot
specified. The name or network-port | P address of the remote system. A name that includes a space must be
enclosed in double quotes.

secondary-address 1ip=IPs|wwnn=WWNNs |wwpn=WWPNs

Optional for aloca volume; required for aremote volume if the remote - system parameter is not
specified. Specifies host portsin the remote system by I P address, World Wide Node Name, or World Wide
Port Name. An IP address value can include a port number. For example, 10.134.2.1:3260. Multiple
values must be separated by commas and no spaces. For example: ip=10.134.2.1,10.134.2.2.

set replication-set
Optional. The name or serial number of the replication set. A name that includes a space must be enclosed
in double quotes.
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replication-volume
The name or serial number of the secondary volume to add. A name that includes a space must be enclosed
in double quotes. If the name is not unique across replication sets, specify the set parameter.

Example Add secondary volume Mv2 to the replication set whose primary volumeisMv1, set the replication priority
to high, and allow a maximum of 2 queued images to be considered for replication.
# add replication-volume link-type FC secondary-address

wwpn=207000c0££d52¢c31,217000c0£f£52¢c31 primary-volume MV1 priority high max-queue
2 Mv2

Add secondary volume LosAngeles to areplication set that usesiSCSI links and whose primary volume
iSNewYork.

# add replication-volume LosAngeles primary-volume NewYork link-type iSCSI
secondary-address ip=10.134.69.5,10.134.69.6

Seealso ¢ show replication-sets
« show replication-volumes
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add spares

Description

Min. role

Syntax

Parameters

Example

Seedlso

Designates specified available disks to be spares. A spare can replace afailed disk of the same type
(enterprise SAS, for example) and the same or lower capacity in adisk group with afault-tolerant RAID
level (1, 3, 5, 6, 10, 50).

For linear storage, you can add global spares or dedicated spares:

e A globa spareisavailable to any fault-tolerant vdisk with the same disk type. The system can have 16
global spares.

e A dedicated spare is assigned to a fault-tolerant vdisk with the same disk type. A vdisk can have 4
dedicated spares.

For virtual storage, all spares are global spares. A global spareis available to any fault-tolerant vdisk with
the same disk type. The system can have 16 global spares.

For information about sparing rules, see the “ About spares’ topic in the Storage Management Guide.
manage

add spares
[disk-group disk-group]
[vdisk vdisk]
disks

disk-group disk-group

Optional. The name or serial number of alinear disk group to assign the disks to as dedicated spares. A
name that includes a space must be enclosed in double quotes. If this parameter is omitted, the disks will be
global spares.

vdisk vdisk

Optional. The name or serial number of the vdisk to assign the disks to as dedicated spares. A name that
includes a space must be enclosed in double quotes. If this parameter is omitted, the disks will be global
spares.

disks
The IDs of the disks to designate as spares. For disk syntax, see "Command syntax” (page 23).

Designate disk 1.2 asaglobal spare.

# add spares 1.2

Designate disk 1.3 as a dedicated spare for vdisk vD1.

# add spares vdisk VD1l 1.3

Designate disk 1.3 as a dedicated spare for linear disk group dg1.
# add spares disk-group dgl 1.3

e remove spares

¢ show disk-groups
e show disks

e show vdisks

add vdisk-spare (Deprecated)

Use add spares.
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add volume-group-members

Description Adds virtual volumes to a volume group.

To add a volume to a volume group, the volume must have the same mappings as all other members of the
group. This means that the volume must be mapped with the same access, port, and LUN settings to the
same initiators, hosts, or host groups.

Min. role manage

Syntax add volume-group-members
volumes volumes
volume-group

Parameters volumes volumes
A comma-separated list of the names or serial numbers of virtual volumesto add to the specified volume
group. A name that includes a space must be enclosed in double quotes.

volume-group
The name of an existing volume group. A name that includes a space must be enclosed in double quotes.

Example Add existing volumes Vo10002 and Vol 0003 to existing volume group VolumeGroupl.
# add volume-group-members volumes Vol0002,Vol0003 VolumeGroupl

Seealso ¢ create volume-group
e remove volume-group-members
e show volume-groups
e show volumes
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check firmware-upgrade-health

Description

Min. role

Syntax
Output

Example

Checks that the system is ready for a firmware upgrade.

Under normal conditions, firmware upgrade can be performed safely without risk to data availability or
integrity. However, when the system is degraded—for exampl e, because of failed or missing components or
lack of multi-pathing to disks—upgrade failure or loss of availability can occur.

This command performs a series of health checks to determine whether any conditions exist that need to be
resolved before upgrading firmware. Any conditions that are detected are listed with their potential risks.
You can use commands in the “ See also” section to determine which components have health problems to
be resolved.

For information about using the WBI or FTP to update firmware, see the Storage Management Guide.
manage

check firmware-upgrade-health

Upgrade Health

e Pass: Thereare no risksto performing firmware upgrade.
e Fail: Atleast one condition exists that presents arisk of upgrade failure or loss of availability.

Condition Detected
The condition that was detected.

Risks
The problemsthat are likely to result if you do not resolve the conditions before performing afirmware
upgrade.

Check firmware upgrade health for a system that is ready for upgrade.

# check firmware-upgrade-health
Upgrade Health

Success: Command completed successfully. (2014-06-07 15:14:33)
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Check firmware upgrade health for a system that has problems to be resolved before upgrade.

# check firmware-upgrade-health
Upgrade Health

Condition Detected
Risks
One or more disks are currently single ported.
Data unavailability
At least one controller is not up.
Data unavailability
One or more temperature sensors indicate a critical temperature.
Code load failure
At least one controller contains unwritten cache data.
Data corruption, data loss
One or more supercapacitors have failed.
Code load failure
One or more power supplies are not functioning.
Code load failure
One or more fans are not functioning.
Code load failure

Success: Command completed successfully. (2014-06-7 17:13:07)

Basetypes « code-load-readiness
¢ code-load-readiness-reasons
e dtatus

Seedso * show controllers

¢ show disks
* show enclosures
¢ show fans

« show power-supplies
e show sensor-status
« show system
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clear cache

Description

Min. role

Syntax
Syntax

Parameters

Example

Seedso

Clears unwritable cache data from both controllers. This data cannot be written to disk because it is
associated with a volume that no longer exists or whose disks are not online. If the datais needed, the
volume's disks must be brought online. If the datais not needed it can be cleared, in which case it will be
lost and data will differ between the host and disk. Unwritable cache is also called orphan data.

CAUTION: Only use this command when all disk groups are online. Improper use of this command may
result in dataloss.

You can clear unwritable cache data for a specified volume or for al volumes.
manage
clear cache

clear cache
[volume volume]

volume volume

Optional. The name or serial number of a specific volume for which to clear unwritable cache data. A name
that includes a space must be enclosed in double quotes. If this parameter is omitted, unwritable cache data
is cleared for all volumes.

Clear unwritable cache data for volume v1 from both controllers.
# clear cache volume vl

¢ show unwritable-cache
¢ show volumes
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clear disk-metadata
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Description

A

Min. role

Syntax

Parameters

Example

Seedso

Clears metadata from leftover disks. For aleftover disk, the show disks command shows the Usage value
LEFTOVR.

CAUTION:

e Only use this command when all vdisks are online and leftover disks exist. Improper use of this
command may result in data loss.

* Do not use this command when a vdisk is offline and one or more | eftover disks exist.

If you are uncertain whether to use this command, contact technical support for further assistance.

Each disk in avdisk has metadata that identifies the owning vdisk, the other members of the vdisk, and the
last time data was written to the vdisk. The following situations cause a disk to become aleftover:

* Vdisk members' timestamps do not match so the system designates members having an older
timestamp as | eftovers.

e A disk isnot detected during arescan, then is subsequently detected.
When a disk becomes aleftover, the following changes occur:

e Thedisk's health becomes Degraded and its How Used state becomes LEFTOVR.

* Thedisk isautomatically excluded from the vdisk, causing the vdisk's health to become Degraded or
Fault, depending on the RAID level.

* For a2U48 enclosure, the disk's fault LED becomes illuminated.

If spares are available, and the health of the vdisk isDegraded, the vdisk will use them to start
reconstruction. When reconstruction is complete, you can clear the leftover disk's metadata. Clearing the
metadata will change the disk's health to Ok and its How Used state to AVATIL, making the disk available
for usein anew vdisk or as aspare.

If spares are not available to begin reconstruction, or reconstruction has not completed, keep the leftover
disk so that you'll have an opportunity to recover its data.

This command clears metadata from |eftover disks only. If you specify disksthat are not leftovers, the disks
are not changed.

manage

clear disk-metadata
disks

disks
The IDs of the leftover disks from which to clear metadata. For disk syntax, see "Command syntax"

(page 23).
Clear metadatafrom leftover disk1 . 1.
# clear disk-metadata 1.1

¢ show disks
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clear events

Description
Min. role

Syntax

Parameters

Example

See also

Clearsthe event log in controller A, B, or both. For use by or with direction from technical support.

manage

clear events

[a|b|both]

a|b|both
Optional. The controller event log to clear. If this parameter is omitted, both event logs are cleared.

Clear the event log for controller A.

# clear events a

show events

clear events
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clear expander-status

Description

Min. role

Syntax

Parameters

Example

Seedso

Clears the counters and status for SAS expander lanes. For use by or with direction from technical support.

Counters and status can be reset to agood state for all enclosures, or for a specific enclosure whose statusis
Error asshown by the show expander-status command.

NOTE: |If arescanisin progress, the clear operation will fail with an error message saying that an EMP
does exist. Wait for the rescan to compl ete and then retry the clear operation.

manage

clear expander-status
[enclosure ID]

enclosure ID
Optional. The enclosure number. If this parameter is omitted, the command clears the counters and status of
all enclosures.

Clear the expander status for the enclosure with ID 1.

# clear expander-status enclosure 1

¢ show expander-status
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clear fde-keys

Description Removesthe lock keys used with Full Disk Encryption.

You can use this command to temporarily deny access to data on the disks during a period when the system
will not be under your physical control. If the lock keys are cleared while the system is secured, the system
will enter the Secured, Lock Ready state, in preparation for the system being powered down and
transported. The diskswill still beinthe Secured, Unlocked state. After the system has been
transported and powered back up, the system and diskswill beinthe Secured, Locked state. Set the
system’s lock key to restore access to data.

Min. role manage

Syntax clear fde-keys
[current-passphrase valuel

Parameters current-passphrase value
Optional. If the system is currently secured, you can provide the current passphrase as part of the command.
If this parameter is omitted, the command will prompt you for the current passphrase.

Example Clear the lock keysin preparation for shipping a system to a new location.

# clear fde-keys

Please enter the current passphrase to confirm. myPassphrase
Seedso ¢ set fde-import-key

¢ set fde-lock-key

o setfde-state

» show fde-state
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convert master-to-std

Description Converts a specified master volume into a standard volume. This command appliesto linear storage only.

This disables snapshot functionality for the volume. If the specified volume has associated snapshots, you
must del ete the snapshots before converting the volume.

Min. role manage

Syntax convert master-to-std
master-volume

Parameters master-volume
The name or serial number of the master volumeto convert. A name that includes a space must be enclosed
in double quotes.

Example Convert amaster volume having no snapshots to a standard volume.

# convert master-to-std MVl

Seealso ¢ deleteal-snapshots
¢ show master-volumes
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convert std-to-master

Description

Min. role

Syntax

Parameters

Example

See also

Converts a standard volume to a master volume. This command applies to linear storage only.

This enables snapshot functionality for the volume and associates it with an existing snap pool. The
standard volume and the snap pool must be owned by the same controller, though they can be in different
vdisks.

manage

convert std-to-master
snap-pool snap-pool
standard-volume

snap-pool snap-pool
The name or serial number of the snap pool to associate with the new master volume. A name that includes
a space must be enclosed in double quotes.

standard-volume
The name or serial number of the standard volume to convert. A name that includes a space must be
enclosed in double quotes.

Convert standard volume V1 to a master volume and associate it with snap pool SP1.
# convert std-to-master snap-pool SP1 V1

« show snap-pools
¢ show volumes
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create certificate

Description

Min. role

Syntax

Parameters

Example

Seedso

Creates or removes a custom security certificate.

The storage system supports use of unique certificates for secure data communications, to authenticate that
the expected storage systems are being managed. Use of authentication certificates appliesto the HTTPS
protocol, which is used by the web server in each controller module. The WBI and SMI-Sinterfaces use the
same certificate.

After using this command you must restart the system’'s Management Controllers to have the change take
effect.

manage

create certificate
[a|b|both]
[contents content-string]
[noprompt]
[restore]
[uniquel

a|b|both
Optional. Specifies whether to apply the change to controller A, B, or both. If this parameter is omitted, the
change is applied to the controller being accessed.

contents content-string

Optional. A security certificateis generated based on the supplied content. The content becomes the subject
of the certificate creation request and must be formatted as
/typelO=valuel/typel=valuel/type2=. .., Wheretypesinclude co for country, ST for state or
province, L for location, CN for common name, and O for organization. The content string cannot exceed
1024 characters and can include printable UTF-8 characters except space or semicolon. An exampleis
/C0=US/ST=C0/0=MyOrganization/CN=www.mysite.com. You must specify either this
parameter or the restore parameter or the unique parameter.

noprompt
Optional in console format; required for XML API format. Suppresses the confirmation prompt, which
reguires a response. Specifying this parameter allows the command to proceed without user interaction.

restore

Optional. The system-generated certificate is restored and the custom certificate is discarded. The custom
certificate may have been created with this CLI command or uploaded using FTP. You must specify either
this parameter or the contents parameter or the unique parameter.

unique

Optional. A security certificate is generated based on the system's serial number and other standard values.
Thiscertificateisinstalled, and the original certificate isarchived. You must specify either this parameter or
the contents parameter or the restore parameter.

Regenerate the system certificate with anew private key.
# create certificate unique
Create a custom certificate using a content string.

# create certificate contents /CO=US/ST=CO/L=NewYork/O=MyCompany/CN=
Www . mycompany . com

Restore the system-generated certificate and remove the custom certificate.
# create certificate restore

e restart (with the parameters mc and both)
e show certificate
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create chap-record

Description

Min. role

Syntax

Parameters

Example

See also

For iSCSI, creates a CHAP record to authenticate login requests. When CHAP is enabled, the record
enabl es authentication between the originator (initiator) and recipient (target) of alogin request. This
command is permitted whether or not CHAP is enabled.

The CHAP record can specify one name-secret pair to authenticate the originator only (one-way CHAP) or
two pairs to authenticate both the originator and the recipient (mutual CHAP).

For alogin request from an iSCSI host to a storage system, the host is the originator and the storage system
isthe recipient.

manage

create chap-record
name originator-name
secret originator-secret
[mutual-name recipient-name mutual-secret recipient-secret]

name originator-name
The originator name, typicaly in IQN format. The nameis case sensitive and can have a maximum of 223
bytes, including 0-9, lowercase a-z, hyphen, colon, and period.

secret originator-secret
The secret that the recipient uses to authenticate the originator. The secret is case sensitive and can include
12-16 bytes.

mutual-name recipient-name

Optional; for mutual CHAP only. The recipient name, typically in IQN format. The name is case sensitive
and can have a maximum of 223 bytes, including 0-9, lowercase a—z, hyphen, colon, and period. To
determine a storage system's IQN, use the show ports command to view an iSCSI port Target ID value. This
parameter and mutual - secret must be set together.

mutual-secret recipient-secret

Optional; for mutual CHAP only. The secret that the originator uses to authenticate the recipient. The secret
is case sensitive, can include 12—16 bytes, and must differ from the originator secret. A storage system's
secret is shared by both controllers. This parameter and mutual -name must be set together.

Create a one-way CHAP record to enable a storage system to authenticate a host initiator.

# create chap-record name ign.1991-05.com.microsoft:myhost.domain secret
123456abcDEF

e delete chap-records

e set chap-record

« show chap-records

e show iscsi-parameters
e show ports
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create host

56

Description

Min. role

Syntax

Parameters

Example

Seedso

Creates a host with an associated name.

In earlier firmware versions, a host represented a single external port in a server or switch to which a
controller module is connected. Now, such a port is an initiator and a host is a group of initiators (for
example, a server containing a number of ports).

You can usethe create host command to create a host that groups together specified initiators, and
optionally to add the host to a host group. You can create a maximum of 512 hosts, each containing a
maximum of 128 initiators.

To create asingleinitiator, use the set initiator command.
manage

create host
[host-group host-groupl
[initiators initiators]
name

host-group host-group
Optional. The name of an existing host group to which to add the new host.

initiators initiators

A comma-separated list of initiator nicknames, 1Ds, or both, with no spaces. For FC or SASthelD isa
WWPN. A WWPN can include a colon between each byte but the colons will be discarded. For iSCSI the
ID isan IQN.

name
A name for the host. Input rules:

* Thevaueiscase sensitive.

« Thevaue can have a maximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

e Thevaue caninclude spaces and printable UTF-8 charactersexcept: " , < \

* A valuethat includes a space must be enclosed in double quotes.

Create host Host 1 that includes two FC initiators.

# create host initiators 10000090fal13870e,10000090fal13870f Hostl
Create host Host 2 that includes two iSCSI initiators.

# create host initiators ign.1992-01.com.example:storage.host2.portl,
ign.1992-01.com.example:storage.host2.port2 Host2

Create host Host 4 by pasting a WWHPN that includes colons.

# create host initiators 20:70:00:c0:ff:d7:4c:07 Host4
¢ sethost

e setinitiator

¢ show host-groups

e show initiators
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create host-group

Description

Min. role

Syntax

Parameters

Example

Seedso

Creates a host group that includes specified hosts. You can create a maximum of 32 host groups, each
containing a maximum of 256 hosts.

manage

create host-group
hosts hosts
host-group

hosts hosts
A comma-separated list of the names of hosts to include in the host group. A name that includes a space
must be enclosed in double quotes.

host-group
A name for the host group. Input rules:
e Thevaueis case sensitive.

* Thevaue can have amaximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

e Thevaue caninclude spaces and printable UTF-8 charactersexcept: " , < \
* A valuethat includes a space must be enclosed in double quotes.

Create a host group named HostGroup1 that includes hostsHost 1 and Host 2.
# create host-group hosts Hostl,Host2 HostGroupl

* add host-group-members

e delete host-groups

¢ remove host-group-members
e set host-group

» show host-groups

create host-group
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create master-volume
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Description

Min. role

Syntax

Parameters

Creates avolume that is enabled for snapshots. This command applies to linear storage only.

The master volume is created in a specified vdisk and is associated with a specified snap pool. You can
either associate the master volume with an existing snap pool owned by the same controller, or optionally
specify the size of anew snap pool to automatically create. The vdisk and snap pool must be owned by the
same controller.

Volume sizes are aligned to 4-MB boundaries. When avolume is created or expanded, if the resulting size
would belessthan 4 MB it will be increased to 4 MB; if the resulting size would be greater than 4 MB it
will be decreased to the nearest 4-MB boundary.

For use with remote replication, you can create a replication-prepared volume that isintended to be added
to areplication set asits secondary volume. A secondary volume cannot be assigned a LUN or mapped to
hosts.

manage

create master-volume
[lun LUN]
[prepare-replication-volume]
[reserve size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB]]
size size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB]
[snap-pool snap-pooll
vdisk vdisk
name

lun LUN
Optional. A default LUN to assign to the new, regular master volume. If this parameter is omitted, no LUN
isassigned. Use either this parameter or theprepare-replication-volume parameter.

prepare-replication-volume
Optional. Specifiesto create areplication volume instead of aregular master volume. Use either this
parameter or the 1un parameter.

reserve size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB]

Optional. The size of the snap pool to create in the vdisk. The unit isoptional (B represents bytes). If base 2
isin use, whether you specify a base-2 or base-10 unit, the resulting size will bein base 2. If no unitis
specified, the default is 512-byte blocks. The default sizeis either 20% of the volume size or 5.37 GB,
whichever islarger. The recommended minimum size for asnap pool is50 GB. Use either this parameter or
the snap-pool parameter.

size size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB]

Setsthe volume size. The unit is optional (B represents bytes). If base 2 isin use, whether you specify a
base-2 or base-10 unit, the resulting size will be in base 2. If no unit is specified, the default is 512-byte
blocks.

snap-pool snap-pool

Optional. Name or serial number of the snap pool to associate with the new master volume. A name that
includes a space must be enclosed in double quotes. If this parameter is omitted, the system automatically
creates a snap pool that is either 20% of the master volume's size or 5.37 GB, whichever islarger. The
recommended minimum size for a snap pool is 50 GB. Use either this parameter or the reserve
parameter.

vdisk vdisk
The name or serial number of the vdisk to create the volume in. A name that includes a space must be
enclosed in double quotes.
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name
A name for the new master volume. Input rules:
e Thevaueis case sensitive.

» Thevaue can have amaximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

e Thevaue caninclude spaces and printable UTF-8 charactersexcept: " , < \
e A valuethat includes a space must be enclosed in double quotes.
Example Create the 20-GB master volume Mv1 on vdisk VD1, and associate it with snap pool SP1.

# create master-volume vdisk VD1l size 20GB snap-pool SP1 lun 3 MV1

Create the 50-GB replication volume Mv2 on vdisk VD1, and automatically create an associated 20-GB
snap pool.

# create master-volume vdisk VD1l size 50GB prepare-replication-volume reserve
20GB MV2

Seedso ¢ show master-volumes
e show snap-pools
¢ show vdisks
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create remote-system

Description Creates a persistent association with a remote storage system. This command appliesto linear storage only.

Thisallowsalocal system to track remote systems by their network-port | P addresses and cache their login
credentials. The | P address you specify is used to connect to the remote system and obtain information such
asthe system name and both controllers' | P addresses. You can then use the system name or an |P addressin
commands that need to interact with the remote system.

Min. role manage

Syntax create remote-system
password password
username username
system

Parameters password password
The password for that user.

username username
The name of a user in the remote system. This must be a user with the manage role to remotely configure
or provision that system.

system
The network-port | P address of the remote system.

Example Create aremote system.
# create remote-system username manage password !manage 10.122.1.21

Seeadso ¢ delete remote-system
* remote
e set remote-system
e show remote-systems
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create replication-set

Description

294
4

Min. role

Creates areplication set from a specified standard or master volume. This command appliesto linear
storage only.

If you specify a standard volume, it is converted to a master volume using default policies for snap-pool
creation. You can optionally usethe reserve parameter to set the snap-pool size. The specified volume
becomes the replication set's primary volume.

You can specify aremote volume to be the replication set's secondary volume, or one will be created. When
areplicate snapshot or replicate volume command is issued, datain the primary volume is replicated to the
associated secondary volume.

You can associate the primary volume with a remote system in the following ways:

» If thelocal and remote M Cs cannot communicate, you must use the secondary-address
parameter to specify the remote system, and you must use the remote -volume parameter to specify
the serial number of an existing replication-prepared volume in the remote system to be the secondary
volume.

e If thelocal and remote M Cs can communicate and the remote system is defined in the local system, you
can do one of the following:

* Usethe remote-volume parameter to specify the name or serial number of a
replication-prepared volume to use as a secondary volume. If the remote volume isin aremote
system, also use the remote-system parameter. If you want to limit replication to specific host
ports, also usethe secondary-address parameter.

* Usethe remote-vdisk parameter to specify the name or seria number of the vdisk in which to
create the remote volume and snap pool.

You can also start the initial replication by specifying the snapshot parameter.

If you create a replication set without specifying areplication destination, a partial set is created and you
must use the add replication-volume command to compl ete the set before you can perform replication.

IMPORTANT: Before starting this procedure, if you intend to use CHAP to authenticate iSCSI login
reguests between the local system and a remote system, do the following:

e Createaone-way CHAP record on each system. On thelocal system, the CHAP record must refer to the
node name of the remote system. On the remote system, the CHAP record must refer to the node name
of the local system. Both records must use the same secret. (Mutual CHAP is not used between storage
systems. CHAP records mutual fields can be set but are not used.) To create a CHAP record, use the
create chap-record command.

» After the CHAP records are created, enable CHAP on the primary system, the secondary system, or
both. To enable CHAP, use the set iscsi-parameters command.

If both records don't exist or don't use the same secret, replication-set creation will fail.

If the create transaction fails, a prompt asksif you want to revert the transaction, which undoes any changes
made in attempting to create the replication set. To revert, enter yes; otherwise, enter no.

Replication within the same system is allowed only if the primary and secondary volumes are in vdisks
owned by different controllers.

manage
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Syntax create replication-set

[link-type FC|iSCSI]

[max-queue #]

[noprompt]

[nowait]

[primary-address ip=IPs|wwnn=WWNNs|wwpn=WWPNs]
[priority low|medium|high]
[remote-storage-pool pooll

[remote-system system]

[remote-vdisk vdisk]

[remote-volume volume]

[reserve size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB]]
[secondary-address ip=IPs|wwnn=WWNNs|wwpn=WWPNs]
[set name]

[snapshot snapshot]

primary-volume

Parameters link-type FC|iSCSI

Optional; required if the primary-address parameter is not specified. Specifies the type of ports being
used for the inter-system link:

e FC: FC ports.
e 1SCSI:iSCSl ports.

max-queue #
Optional. The number of replication images to consider when determining the next image to replicate:
1-64. Used only if the on-collision parameterissetto oldest.

noprompt

Optional in console format; required for XML API format. Suppresses the prompt to revert the transaction
if the command fails, which requires ayes or no response. If this parameter is specified and the command
fails, the transaction is automatically reverted.

nowait

Optional. Adding avolumeto areplication set can take the Storage Controller several minutesto complete.
This parameter allows that processing to continue in the background so the Management Controller can
process other commands. You cannot specify both the nowa it parameter and the snapshot parameter.

primary-address ip=address|wwnn=WWNNs | wwpn=WWPNs

Optional. Specifies host portsin the local system by 1P address, World Wide Node Name, or World Wide
Port Name. An IP address value can include a port number. For example, 10.134.2.1:3260. Multiple
values must be separated by commas and no spaces. For example: ip=10.134.2.1,10.134.2.2.

priority low|medium|high
Optional. The priority of the replication process for the replication volumes: low, medium, or high.

remote-storage-pool pool
Optional. The name or serial number of the virtual pool in which the remote volume should be created. A
name that includes a space must be enclosed in double quotes. If the storage pool isin aremote system:

* You must specify the remote-system parameter.

« If thelocal and remote M Cs can communicate, you can specify aname or serial number. Otherwise, you
must specify a serial number.

The snap pool created on the secondary system will be the same size as the snap pool on the primary
system.

remote-system system

Optional; required if the remote-storage-pool Ofr remote-vdisk Of remote-volume
parameter specifies a destination in aremote system. The name or network-port |P address of the remote
system. A name that includes a space must be enclosed in double quotes.
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Example

remote-vdisk vdisk
Optional. The name or serial number of the vdisk in which to create the remote volume and snap pool. A
name that includes a space must be enclosed in double quotes.

To use this parameter, the local and remote M Cs must be able to communicate. If the MCs cannot
communicate, instead of using this parameter specify both the remote -volume parameter and the
secondary-address parameter. If the vdisk isin aremote system, you must also specify the
remote-system parameter. The snap pool created in the secondary system will be the same size as the
snap pool on the primary system.

remote-volume volume

Optional; do not use with the remote-storage-pool or remote-vdisk parameter. The name or
serial number of areplication-prepared volume to use as a secondary volume. A name that includes a space
must be enclosed in double quotes. If the volume isin aremote system and the local and remote MCs can
communicate, you can specify a name or serial number. Otherwise, you must specify a serial number.

reserve size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB]

Optional. Specifies the size of the snap pool to create if the primary volumeis a standard volume. The unit
isoptional (B represents bytes). If base 2 isin use, whether you specify a base-2 or base-10 unit, the
resulting size will be in base 2. If no unit is specified, the unit is 512-byte blocks. If this parameter is
omitted, the size will be either 20% of the volume size or 5.37 GB, whichever is larger. The recommended
minimum size for a snap pool is 50 GB.

secondary-address ip=IPs|wwnn=WWNNs|wwpn=WWPNs

Optional if the MCs can communicate and the remote - system parameter is specified; required if the
MCs cannot communicate and the remote-volume parameter is specified. Specifies host portsin the
remote system by |P address, World Wide Node Name, or World Wide Port Name. An | P address value can
include a port number. For example, 10.134.2.1:3260. Multiple values must be separated by commas
and no spaces. For example: ip=10.134.2.1,10.134.2.2.

set name
Optional. A name for the new replication set. Input rules:
e Thevaueis case sensitive.

e Thevaue can have a maximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

e Thevaue caninclude spaces and printable UTF-8 charactersexcept: " , < \
« A value that includes a space must be enclosed in double quotes.

If this parameter is omitted, the set isnamed rsprimary-volume.

snapshot snapshot

Optional. A name for the replication snapshot that will be created during the replication process. Input
rules:

e Thevalueiscase sensitive.

e Thevaue can have amaximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

» Thevaue caninclude spaces and printable UTF-8 charactersexcept: " , < \
e A valuethat includes a space must be enclosed in double quotes.

Specifying this parameter will start the initial replication. You cannot specify both the snapshot
parameter and thenowait parameter.

primary-volume
The name or serial number of a standard or master volume to use as the primary volume. A name that
includes a space must be enclosed in double quotes.

For two systems connected with FC links, set up replication from local standard volume Data to remote
vdisk VD1 in remote system System2.

# create replication-set link-type FC remote-system System2 remote-vdisk VD1l
Data
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For two systems connected with FC links, set up replication from local master volume Source to remote
replication-prepared volume Dest.

# create replication-set link-type FC remote-system System2 remote-volume Dest
Source

For two systemswhose MCs aren't currently connected, set up replication from local master volumeMv to a
remote replication-prepared volume.

# create replication-set primary-address wwpn=207000c0f£d52c31,217000c0f£fd52c31
remote-volume 00c0f£da421f000089b16b4d01000000 secondary-address
wwpn=207000c0££d52¢31,217000c0f£d52 MV

For two systems whose M Cs aren't currently connected but will use iSCSI links, set up replication from
local master volume MV to a remote replication-prepared volume.

# create replication-set link-type iSCSI primary-address ip=10.134.9.1
remote-volume 00c0f£da421f000089b16b4d01000000 secondary-address
ip=10.134.11.10,10.134.11.11 MV

Create alocal replication set using existing master volume Personnel asthe primary volume and a new
volumein vdisk vd1 for the secondary volume.

# create replication-set link-type FC remote-vdisk vdl Personnel

Create alocal replication set using existing master volume Test as the primary volume and existing
replication-prepared volume Test -backup as the secondary volume.

# create replication-set link-type FC remote-volume Test-backup Test

Seealso * add replication-volume
e delete replication-set
e remove replication-volume
« replicate snapshot
» show remote-systems
» show replication-images
» show replication-sets
e show replication-volumes
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create schedule

Description

Min. role

Syntax

Parameters

Schedules atask to run automatically.

When scheduling ReplicateVolume tasks, abest practiceisto schedule no more than three volumesto
start replicating at the same time, and for those replications to recur no less than 60 minutes apart. If you
schedule more replicationsto start at the same time, or schedul e replications to start more frequently, some
scheduled replications may not have time to complete.

manage

create schedule
schedule-specification "specification"
task-name task-name
schedule-name

schedule-specification "specification"

Defines when the task will first run, and optionally when it will recur and expire. You can use acommato
separate optional conditions. Dates cannot be in the past. For times, if neither AM nor PM is specified, a
24-hour clock is used.

* start yyyy-mm-dd hh:mm [AM|PM]
Specifies adate and atimein the future to be the first instance when the scheduled task will run, and to
be the starting point for any specified recurrence.

¢ [every # minutes|hours|days|weeks|months|years]
Specifiesthe interval at which the task will run.
For better performance when scheduling a TakeSnapshot task that will run under heavy 1/0O
conditions or on more than three volumes, the retention count and the schedule interval should be set to
similar values. For exampleif the retention count is 10 then the interval should be set to 10 minutes.
For aReplicatevVolume task, the minimum interval is 30 minutes.

* [between hh:mm [AM|PM] and hh:mm [AM|PM]]
Constrains the time range during which the task is permitted to run. Ensure that the start time is within
the specified time range.

* [only any|first|second|third|fourth|fifth|last]|#st|#nd|#rd|#th
weekday | weekendday | Sunday | Monday | Tuesday | Wednesday | Thursday | Friday
| Saturday of year|month|January|February|March|April |May |June|July |
August | September |October |November | December]
Constrains the days or months when the task is permitted to run. Ensure that this constraint includes the
start date.

e [count #]
Constrains the number of times the task is permitted to run.
* [expires yyyy-mm-dd hh:mm [AM]|PM]]
Specifies when the schedul e expires, after which the task will no longer run.

NOTE: |If tasks are scheduled close together, the end of one task may overlap the next task. If this
happens, atask may not complete.

task-name task-name
The name of an existing task to run. The name is case sensitive. A name that includes a space must be
enclosed in double quotes.
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schedule-name
A name for the new schedule. Input rules:

The valueis case sensitive.

The value can have a maximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

The value can include spaces and printable UTF-8 charactersexcept: ", < \
A value that includes a space must be enclosed in double quotes.

Example Create schedule Sched1 that runs Task1 for thefirst time on March 1, 2014, runs daily between midnight
and 1:00 AM, and runs for the last time in the morning of January 1, 2015.

# create schedule schedule-specification "start 2014-03-01 00:01, every 1 days,
between 12:00 AM and 1:00 AM, expires 2015-01-01 1:00 AM" task-name Taskl Schedl

Create schedule Sched2 that runs Task2 for thefirst time on March 1, 2014, and on the first weekday of
each month, with no expiration.

# create schedule schedule-specification "start 2012-03-01 00:01 only first
weekday of month" task-name Task2 Sched2

Seealso -

delete schedule
set schedule
show schedules
show tasks
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create snap-pool

Description Creates a snap pool to use for snapshot data. This command applies to linear storage only.
A snap pool isan internal volume and cannot be mapped.
Min. role manage

Syntax create snap-pool
size size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB]
vdisk vdisk
name
Parameters size size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB]
Sets the snap-pool size. The unit is optional (B represents bytes). If base 2 isin use, whether you specify a
base-2 or base-10 unit, the resulting size will be in base 2. If no unit is specified, the default is 512-byte
blocks.

Although a snap pool can be as small as 5.37 GB, the recommended minimum sizeis 50 GB.

vdisk vdisk
The name or serial number of the vdisk to create the snap pool in. A name that includes a space must be
enclosed in double quotes.

name
A name for the new snap pool. Input rules:

+ Thevadueiscase sensitive.

* Thevaue can have amaximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

e Thevaue caninclude spaces and printable UTF-8 charactersexcept: " , < \
* A valuethat includes a space must be enclosed in double quotes.

Example Create the 50-GB snap pool SP1 on vdisk vD1.
# create snap-pool vdisk VD1l size 50GB SP1

Seeaso ¢ show snap-pools
¢ show vdisks
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create snapshots

68

Description

Min. role

Syntax

Parameters

Example

Seedso

Creates a snapshot of each specified source volume. The source volume can be a base volume, a standard
volume, or amaster volume. The first time a snapshot is created of a standard volume, the volumeis
converted to a master volume and a snap pool is created. The snap pool's sizeis either 20% of the volume
size or 5.37 GB, whichever islarger. The recommended minimum size for a snap pool is 50 GB. Before
creating or scheduling snapshots, verify that the vdisk has enough free space to contain the snap pool.

manage

create snapshots
[master-volumes master-volumes]
volumes volumes
snap-names

master-volumes master-volumes

Deprecated—use the volumes parameter instead.

volumes volumes

A comma-separated list of 1-16 standard or master volumes of which to create snapshots. A standard
volume is converted to a master volume before a snapshot is taken. A name that includes a space must be
enclosed in double quotes.

snap-names

A comma-separated list of names for the resulting snapshots. Snapshot names must be unique system-wide.
Input rules:

* Thevaueis case sensitive.

e Thevaue can have a maximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

* Thevaue caninclude spaces and printable UTF-8 charactersexcept: " , < \
e A valuethat includes a space must be enclosed in double quotes.
Create snapshots of standard volume v1 and master volume v2.

# create snapshots volumes V1,V2 Vlsnap, V2snap

« show snapshots
¢ show volumes
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create task

Description

Min. role

Syntax

Creates atask that can be scheduled. You can create atask to enable or disable drive spin down; to take a
snapshot of astandard or master volume; to reset a snapshot; to copy a standard, master, or snapshot volume
to anew standard volume; or to replicate a replication set's primary volume to a remote system.

NOTE: Drive spindown isnot applicableto disksin virtual pools.

The first time a snapshot or volume copy is created of a standard volume, the volume is converted to a
master volume and a snap pool is created in the volume's vdisk. The snap pool's size is either 20% of the
volume size or 5.37 GB, whichever islarger. Before creating or scheduling snapshots or copies, verify that
the vdisk has enough free space to contain the snap pool. The recommended minimum size for a snap pool
is 50 GB. The recommended minimum size for a snap pool is 50 GB.

CAUTION: Before schedulingaResetSnapshot task, consider that if the snapshot is
mounted/presented/mapped to a host, the snapshot must be unmounted/unpresented/unmapped before the
reset is performed. Leaving it mounted/presented/mapped can cause data corruption. You should create a
scheduled job on the host to unmount/unpresent/unmap the snapshot prior to resetting it.

manage

To create atask to take a snapshot:

create task
retention-count #
snapshot-prefix prefix
source-volume volume
type TakeSnapshot
name

To create atask to reset a snapshot:

create task
snapshot-volume volume
type ResetSnapshot
name

To create atask to copy avolume:

create task
dest-prefix prefix
dest-vdisk vdisk
[modified-snapshot yes|no]
source-volume volume
type VolumeCopy
name

To create atask to replicate a volume:

create task
[replication-mode new-snapshot|last-snapshot]
retention-count #
snapshot-prefix prefix
source-volume volume
type ReplicateVolume
name
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Parameters

To create atask to enable spin down for al disks:

create task
type EnableDSD
name

To create atask to disable spin down for all disks:
create task

type DisableDSD
name

dest-prefix prefix
A label to identify the volume copy created by this task. Input rules:
e Thevaueis case sensitive.

e Thevaue can have a maximum of 26 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

» Thevaue can include spaces and printable UTF-8 charactersexcept: " , < \
e A valuethat includes a space must be enclosed in double quotes.
dest-vdisk vdisk

The name or serial number of the destination vdisk for the volume copy. A name that includes a space must
be enclosed in double quotes.

modified-snapshot yes|no

Optional. For avolumeCopy task, specifies whether to include or exclude modified write data from the
snapshot in the copy. This parameter applies only when the source volume is a snapshot.

» yes! Include modified snapshot data.

e no: Exclude modified snapshot data.

If this parameter is omitted for a snapshot, modified snapshot data is excluded.

replication-mode new-snapshot|last-snapshot
Optional. Specifies whether to replicate a new snapshot of the volume to the remote system, or to replicate
the last (most recent existing) snapshot of the volume to the remote system.

* new-snapshot: Replicate a new snapshot.
* last-snapshot: Replicate the most recent existing snapshot.

If this parameter is omitted, a new snapshot is replicated.

retention-count #

For aTakeSnapshot task this parameter specifies the number of snapshots created by this task to retain,
from 1 to the licensed limit. When a new snapshot exceeds this limit, the oldest snapshot with the same
prefix is deleted.

For aReplicateVolume task this parameter specifies the number of replication images created by this
task to retain, from 2 to 32. When a new image exceeds this limit, the oldest image with the same prefix is
deleted. This parameter appliesto the primary volume only. For the secondary volume, images will
accumulate until either the secondary vdisk's space limit is reached or the maximum number of imagesis
reached, after which the oldest image will be deleted as new images are created.

snapshot-prefix prefix
A label to identify snapshots created by this task. Input rules:
e Thevaueis case sensitive.

» Thevaue can have a maximum of 26 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

e Thevaue caninclude spaces and printable UTF-8 charactersexcept: " , < \
e A valuethat includes a space must be enclosed in double quotes.
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Example

snapshot-volume volume
The name or serial number of the snapshot to reset. A name that includes a space must be enclosed in
double quotes.

source-volume volume

For aTakeSnapshot task, the name or serial number of the standard or master volume of which to takea
snapshot. For avolumeCopy task, the name or serial number of the standard, master, or snapshot volume
to copy. For aReplicateVolume task, the name or serial number of the primary volume to replicate. A
value that includes a space must be enclosed in double quotes.

type TakeSnapshot |ResetSnapshot |VolumeCopy |ReplicateVolume |EnableDSD |
DisableDSD

The task type:

* TakeSnapshot: Takesasnapshot of astandard or master volume.

e ResetSnapshot: Deletesthe datain the snapshot and resetsit to the current data in the associated
master volume. The snapshot's name and other volume characteristics are not changed.

*  VolumeCopy: Copies astandard, master, or snapshot volumeto a new standard volume. The
command creates the destination volume you specify, which must be in avdisk owned by the same
controller as the source volume.

e ReplicateVolume: Replicates areplication set's primary volume to a remote system.

* EnableDSD: Enables spin down for all disks. You can use thisto enable or resume spin down during
hours of infrequent activity.

e DisableDSD: Disables spin down for al disks. You can use this to disable or suspend spin down
during hours of frequent activity.

name
A name for the new task. Input rules:

+ Thevaueiscase sensitive.

» Thevaue can have a maximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

e Thevaue caninclude spaces and printable UTF-8 charactersexcept: " , < \
* A valuethat includes a space must be enclosed in double quotes.

Createtask Snap that takes a snapshot of master volume vD1_ V1 and retains only the latest four snapshots
with the prefix vD1_Vv1 (for example, VD1_Vv1 _S0001).

# create task type TakeSnapshot source-volume VD1l V1 snapshot-prefix VD1 V1
retention-count 4 Snap

Create task Reset that resets snapshot vD1_ V1 S0001.
# create task type ResetSnapshot snapshot-volume VD1 V1 S0001 Reset
Create task Copy that copiesvolume VD1 V1 to vdisk VD2 with name C_Vv0001.

# create task type VolumeCopy source-volume VD1l V1 dest-vdisk VD2 dest-prefix C
modified-snapshot yes Copy

Create task Replicate that replicates primary volume vD1_ V2.

# create task type ReplicateVolume source-volume VD1 V2 snapshot-prefix VD1l V2
retention-count 4 Replicate

Create atask to enable or resume spin down for all disks.

# create task type EnableDSD taskDSDresume

Create atask to disable or suspend spin down for all disks.

# create task type DisableDSD taskDSDsuspend
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Seealso ¢ create schedule

e deletetask
e settask
¢ show tasks

* show volumes
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create temp-license

Description Creates and installs atemporary license to try licensed features of the storage system. You can create a
temporary license one time. A temporary license will expire 60 days from thetimeit is created. If you do
not install a permanent license before the temporary license expires, you cannot create new items using
these features. However, you can continue to use existing snapshots and create new snapshots up to the base
maximum limit, and you can continue to access existing replication images.

After atemporary licenseis created or a permanent license isinstalled, the command cannot be re-run.
Min. role manage
Syntax create temp-license
Example Enable licensed features for 60 daysin order to try them.
# create temp-license

Seealso ¢ show license

createtemp-license 73



create user

74

Description Creates a user account. The system supports 12 user accounts. You can create a general user that can access
the WBI, CLI, or FTP interface, or an SNMPv3 user that can access the MIB or receive trap notifications.
SNMPv3 user accounts support SNMPv3 security features such as authentication and encryption.

Min. role manage

Syntax create user

[authentication-type MD5 |SHA|nonel
[base 2|10]
[interfaces interfaces]

[locale English|en|Spanish|es|French|fr|German|de|Italian|it|Japanese]ja
| Korean |ko|Dutch|nl|Chinese-simplified|zh-s|Chinese-traditional |zh-t]

[password password]

[precision #]

[privacy-password encryption-password]
[privacy-type DES|AES|none]

[roles roles]

[storage-size-base 2]|10]
[storage-size-precision #]
[storage-size-units auto|MB|GB|TB]
[temperature-scale celsius|c|fahrenheit|£]
[timeout #]

[trap-host IP-address]

[type novice|standard|advanced|diagnostic]
[units auto|MB|GB|TB]

name

Parameters authentication-type MD5 |SHA|none
Optional. For an SNMPv3 user, this specifies whether to use a security authentication protocol.
Authentication uses the user password.

MD5: MD5 authentication. Thisisthe default.
SHA: SHA (Secure Hash Algorithm) authentication.
none: No authentication.

base 2|10
Optional. Setsthe base for entry and display of storage-space sizes:

Operating systems usually show volume size in base 2. Disk drives usually show size in base 10. Memory

2: Sizes are shown as powers of 2, using 1024 as adivisor for each magnitude. In base 2 when you set a

size, whether you specify a base-2 or base-10 size unit, the resulting size will bein base 2.

10: Sizes are shown as powers of 10, using 1000 as a divisor for each magnitude. In base 10 when you

set asize, the resulting size will be in the specified unit. This option is the defaullt.

(RAM and ROM) size is aways shown in base 2.
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interfaces interfaces

Optional. Specifies the interfaces that the user can access. Multiple values must be separated by commas
and no spaces. A command that specifies snmpuser or snmptarget cannot also specify anon-SNMP
interface.

e c¢li: Command-lineinterface. Thisis enabled by default.

* wbi: Web-browser interface. Thisis enabled by default.

e ftp: FTPinterface.

* smis: Storage Management Initiative Specification (SMI-S) interface.

e snmpuser: Allowsan SNMPv3 user to view the SNMP MIB.

* snmptarget: Allowsan SNMPv3 user to receive SNMP trap notifications. This option requires the
trap-host parameter.

* none: Nointerfaces.

locale English|en|Spanish|es|French|fr|German|de|Italian|it|Japanese]|ja

| Korean|ko|Dutch|nl|Chinese-simplified|zh-s|Chinese-traditional|zh-t

Optional. The display language. The default is English.

password password

Optional in console format; required for XML API format. Sets a new password for the user. Password

rules:

e Thevaueiscase sensitive.

* Thevalue can have 8-32 characters.

e Thevaue caninclude printable UTF-8 characters except aspaceor: " ' , < > \

e Avaluethat includes only printable ASCI| characters must include at least one uppercase character, one
lowercase character, and one non-al phabetic character.

If this parameter is omitted, the command prompts you to enter and re-enter avalue, which is displayed
obscured for security reasons. For an SNMPv3 user whose authentication-type parameter is set to
use authentication, this specifies the authentication password.

precision #
Optional. Sets the number of decimal places (1-10) for display of storage-space sizes.

privacy-password encryption-password

Optional. For an SNMPv3 user whose privacy-type parameter is set to use encryption, this specifies

the encryption password. Password rules:

* Thevalueiscase sensitive.

e Thevaue can have 8-32 characters.

e Thevaue caninclude printable UTF-8 characters except aspaceor: " ' , < > \

* A vauethat includes only printable ASCII characters must include at |east one uppercase character, one
lowercase character, and one non-al phabetic character.

privacy-type DES|AES|none

Optional. For an SNMPv3 user, this specifies whether to use a security encryption protocol. This parameter
requiresthe privacy-password parameter and the authentication-type parameter.

e DES: Data Encryption Standard.

e AES: Advanced Encryption Standard.

e none: No encryption. Thisisthe default.
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Example

roles roles

Optional. Specifiesthe user’s roles as one or more of the following values:

e monitor: User can view but not change system settings. Thisis the default.
* manage: User can view and change system settings.

e diagnostic: User can view and change system settings.

Multiple values must be separated with a comma (with no spaces). If multiple values are specified, the
user’s access to commands will be determined by the highest role specified.

storage-size-base 2|10
Optional. Aliasfor base.

storage-size-precision #
Optional. Aliasfor precision.

storage-size-units auto|MB|GB|TB
Optional. Aliasfor units.

temperature-scale celsius|c|fahrenheit|f

Optional. Setsthe scale for display of temperature values:

e fahrenheit or £: Temperatures are shown in degrees Fahrenheit.

e celsius or c: Temperatures are shown in degrees Celsius. Thisisthe default.
timeout #

Optional. Sets the timeout value in seconds for the login session. Valid values are 12043200 seconds
(2720 minutes). The default is 1800 seconds (30 minutes).

trap-host IP-address
Optional. For an SNMPv3 user whose interface parameter is set to snmptarget, thisspecifiesthe P
address of the host that will receive SNMP traps.

type novice|standard|advanced|diagnostic
Optional. Identifies the user’s experience level. This parameter isinformational only and does not affect
access to commands. The default is standard.

units auto|MB|GB|TB

Optional. Setsthe unit for display of storage-space sizes:

e auto: Sizesare shown in units determined by the system. Thisis the defaullt.

e MB: Sizesare shown in megabytes.

e GB: Sizesare shown in gigabytes.

e TB: Sizesare shown in terabytes.

Based onthe precision setting, if asizeistoo small to meaningfully display in the selected unit, the

system uses asmaller unit for that size. For example, if units issetto TB, precisionissetto 1, and
base isset to 10, the size 0.11709 TB isinstead shown as 117.1 GB.

name
A name for the new user, which cannot aready exist in the system. Input rules:
e Thevaueiscase sensitive.

¢ Thevaue can have a maximum of 29 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

e Thevaue caninclude printable UTF-8 characters except aspareor: " , < \
« A valuethat includes a space must be enclosed in double quotes.

Create user John who will view system information using base 2 in the WBI.

# create user base 2 interfaces wbi roles monitor John
Enter new password: *xxxxxk*
Re-enter new password: *xxxkkkk
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See also

Create user MIB that can view the SNMP MIB, using authentication and encryption.

# create user interfaces snmpuser password Abcdl234 authentication-type SHA

privacy-type AES privacy-password Abcd5678 MIB

Create user Traps that can receive SNMP trap notifications, using authentication without encryption.

# create user interfaces snmptarget authentication-type MD5 trap-host

172.22.4.171 Traps

Enter new password:
Re-enter new password:

delete user

set snmp-parameters
set user

show users

create user
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create vdisk
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Description

Min. role

Syntax

Parameters

Creates a vdisk using the specified RAID level, disks, and spares. This command applies to linear storage
only.

All disksin the vdisk must be the same type (enterprise SAS, for example).

For each RAID level, the minimum and maximum numbers of disks supported are:

« NRAID: 1 * RAIDG5: 3-16
* RAIDO0: 2-16 * RAID 6: 4-16
« RAID1:2 * RAID 10: 4-16
* RAID 3:3-16 * RAID 50: 6-32

For best practices for creating vdisks, see the Storage Management Guide.

When you create avdisk, also called alinear disk group, the system creates alinear pool with the same
name. A linear pool can contain asingle linear disk group.

manage

create vdisk
[assigned-to a|b|auto]
[chunk-size 16k|32k|64k|128k|256k|512k]
disks disks
level nraid|raid0|r0|raidl|rl|raid3|r3|raids|r5|raidé|r6|raidlo|rlo
|raids0|r50
[mode online|offline]
[spare disks]
name

assigned-to a|b|auto

Optional. For asystem operating in Active-Active UL P mode, this specifies the controller to own the vdisk.
To let the system automatically load-balance vdisks between controllers, use auto or omit this parameter.
In Single Controller mode, this parameter isignored; the system automatically load-balances vdisksin
anticipation of the insertion of a second controller in the future.

chunk-size 16k|32k|64k|128k|256k|512k

Optional. The amount of contiguous data, in KB, that iswritten to a vdisk member before moving to the
next member of the vdisk. For RAID 50, this option sets the chunk size of each RAID-5 subvdisk. The
chunk size of the RAID-50 vdisk is calculated as. configured-chunk-size x (subvdisk-members - 1). For
NRAID and RAID 1, chunk-size has no meaning and is therefore not applicable. The default sizeis
512k.

disks disks

The IDs of the disks to include in the vdisk. RAID 10 requires a minimum of two RAID-1 sub-vdisks each
having two disks. RAID 50 requires a minimum of two RAID-5 sub-vdisks each having three disks. For
disk syntax, see "Command syntax" (page 23).

level nraid|raid0|r0|raidl|rl|raid3|r3|raid5|r5|raidé|r6|raidlo]|rlo
|raid50|r50
Specifiesthe RAID level.

mode online|offline
Optional. Specifies whether the vdisk isinitialized online or offline.

e online: Enablesyou to usethe vdisk immediately after creating it while it isinitializing. Because
online uses the verify method to create the vdisk, it takes longer to complete initializing than offline.
Onlineinitiaization is fault-tolerant. This option is the default.

e offline: Youmust wait for the vdisk initialization processto finish before using the vdisk. However,
offline takes less time to complete initializing than online.
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spare disks
Optional. The IDs of 14 dedicated sparesto assignto aRAID 1, 3, 5, 6, 10, or 50 vdisk. For disk syntax,
see "Command syntax" (page 23).

name
A name for the new vdisk. Input rules:

* Thevaueiscase sensitive.

e Thevaue can have amaximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

¢ Thevaue can include spaces and printable UTF-8 charactersexcept: " , < \
e A valuethat includes a space must be enclosed in double quotes.

Example Createthe RAID-1 vdisk vD1 using two disksin the first enclosure.
# create vdisk level raidl disks 0.1,0.3 VD1

Create the RAID-50 vdisk vD2 having three RAID-5 sub-vdisks, each having three disks.
# create vdisk level r50 disks 0.1-3:0.4-6:0.7-9 VD2

Create the RAID-6 vdisk vdR6 using four disks.

# create vdisk level r6 disks 2.3-4,2.8-9 vdR6

Seeaso ¢ deletevdisks

e setvdisk
¢ show disks
¢ show vdisks
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create volume
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Description

Min. role

Syntax

Parameters

Createsavolumein avdisk or pool. You must specify a size for the volume. You can create the volume
unmapped or set its default mapping. Default mapping settings apply to all hosts, unless overridden by an
explicit mapping between a host and the volume. You can later change the mapping by using the map
volume and unmap volume commands. By default, this command will not map the created volume.

Volume sizes are aligned to 4-MB boundaries. When avolume is created or expanded, if the resulting size
would belessthan 4 MB it will be increased to 4 MB; if the resulting size would be greater than 4 MB it
will be decreased to the nearest 4-MB boundary.

If you intend to use the volume as the secondary volume in areplication set, you can create a
replication-prepared volume. A secondary volume cannot be mapped.

To create multiple volumes at once, use the create volume-set command.
manage

create volume
[access read-write|rw|read-only|ro|no-access]
[lun LUN]
[pool pooll
[ports ports]
[prepare-replication-volume]
[reserve size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB]]
size size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB]
[snap-pool snap-pool]
[snappable]
vdisk vdisk
[Vvolume-group volume-group]
name

access read-write|rw|read-only|ro|no-access
Optional. The access permission to use for the mapping: read-write (rw), read-only (ro), or
no-access. If no-access is specified, the volumeis not mapped. The defaultisread-write.

lun LUN
Optional if theaccess parameter issettono-access. Specifiesthe LUN to assign to the mapping on all
ports.

pool pool
Optional for linear volumes; required for virtual volumes. The name or serial number of the pool in which
to create the volume.

ports ports

Optional. The ports through which the host can access the volume. All specified ports must be the same
type (FC, for example). For port syntax, see "Command syntax" (page 23). If this parameter is omitted, all
ports are selected.

prepare-replication-volume
Optional. Linear storage only. Specifiesto create a secondary volume for use in areplication set. This
parameter precludes use of the 1un and port s parameters because a secondary volume cannot be mapped.

reserve size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB]

Optional. Linear storage only. Specifies the size of the snap pool to create in the vdisk. The unit is optional
(B represents bytes). If base 2 isin use, whether you specify abase-2 or base-10 unit, the resulting size will
bein base 2. If no unit is specified, the default is 512-byte blocks. If this parameter is omitted, the size will
be either 20% of the volume size or 5.37 GB, whichever islarger. The recommended minimum size for a
snap pool is50 GB. Use either this parameter or the snap-pool parameter.
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Example

Seedso

size size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB]

Setsthe volume size. The unit is optional (B represents bytes). If base 2 isin use, whether you specify a
base-2 or base-10 unit, the resulting size will be in base 2. If no unit is specified, the default is 512-byte
blocks.

A valuelessthan 4 MB (3.8 MiB) will berounded up to that size. Any larger value will be rounded down to
the next multiple of that size. If overcommit is enabled, the size can exceed the physical capacity of the
storage pool. The maximum volume sizeis 140 TB (128 TiB). To see whether overcommit is enabled, use
the show pools command.

snap-pool snap-pool
Optional. The name or serial number of the snap pool to associate with the new volume. A name that
includes a space must be enclosed in double quotes.

snappable
Optional. Specifiesto create a master volume instead of a standard volume.

vdisk vdisk
Optional; required for linear volumes. The name or serial number of the vdisk in which to create the
volume. A name that includes a space must be enclosed in double quotes.

volume-group volume-group
Optional. The name of avolume group to which to add the volume. A name that includes a space must be
enclosed in double quotes. If the group does not exist, it will be created.

name
A name for the new volume. The name must be unique system-wide. Input rules:
e Thevaueis case sensitive.

« Thevaue can have amaximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

e Thevaue caninclude spaces and printable UTF-8 charactersexcept: " , < \
* A valuethat includes a space must be enclosed in double quotes.

Create the 20-GB volume V1 in vdisk vD1, and map it to ports A1 and B1 using LUN 5.

# create volume vdisk VD1l size 20GB ports al,bl lun 5 V1

Create a 100-GB standard volume named MyVolume in pool A, map it to use LUN 5 with read-write
access through port 1 in each controller, and add it to volume group MyGroup.

# create volume MyVolume pool A size 100GB access rw lun 5 ports 1 volume-group
MyGroup

Create a 20-GB standard volume named Secrets in storage pool A, and map it to use LUN 333 with
read-only access through all ports.

# create volume Secrets pool A size 20GB lun 333 access read-only

Create a 1-TB secondary volume named NewYork in storage pool B.

# create volume NewYork pool B size 1TB prepare-replication-volume

e create volume-set

e delete volumes

e setvolume

e show pools

« show ports

e show vdisks

« show volume-groups
e show volumes
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create volume-group

Description Creates a volume group that includes specified volumes.
Min. role manage

Syntax create volume-group
volumes volumes
volume-group

Parameters volumes volumes
A comma-separated list of the names of volumes to include in the volume group. A name that includes a
space must be enclosed in double quotes.

volume-group
A name for the volume group. Input rules:
e Thevaueis case sensitive.

* Thevaue can have amaximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

e Thevaue caninclude spaces and printable UTF-8 charactersexcept: " , < \
* A valuethat includes a space must be enclosed in double quotes.

Example Create avolume group named VGroupl that includes hosts vo10001 and Vo10002.
# create volume-group volumes Vol0001l,Vol0002 VGroupl
Seealso ¢ addvolume-group-members
e delete volume-groups
e remove volume-group-members
e set volume-group
» show volume-groups
* show volumes
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create volume-set

Description Creates a specified number of volumesin avdisk. You must specify abase name and a size for the volumes.
You can create the volumes unmapped or set their default mapping. Default mapping settings apply to all
hosts, unless overridden by an explicit mapping between a host and the volume. You can later change
mappings by using the map volume and unmap volume commands. By default, this command will not map
the created volumes.

Volume sizes are aligned to 4-MB boundaries. When avolume is created or expanded, if the resulting size
would be lessthan 4 MB it will be increased to 4 MB; if the resulting size would be greater than 4 MB it
will be decreased to the nearest 4-MB boundary.

Min. role manage

Syntax create volume-set
[access read-write|rw|read-only|ro|no-access]
[baselun base-LUN]
basename base-name
count #
[pool pooll
[ports ports]
size size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB]
[vdisk vdisk]
[Vvolume-group volume-groupl

Parameters access read-write|rw|read-only|ro|no-access
Optional. The access permission to use for the mapping: read-write (rw), read-only (ro), or
no-access. If no-access is specified, the volumeis not mapped. The default isread-write.

baselun base-LUN

Optional. Thefirst in a sequence of LUNSsto assign to map the volumes through ports specified by the
ports parameter. If thebaselun and ports parameters are omitted, the volumes are not mapped. If a
LUN to be assigned to avolume is aready in use, an error message is displayed and that volume and any
subsequent volumes are not mapped.

basename base-name
A name to which a number will be appended to generate a different name for each volume. Volume names
must be unique system-wide. Input rules:

+ Thevadueiscase sensitive.

e Thevaue can have amaximum of 16 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

* Thevaue can include spaces and printable UTF-8 charactersexcept: " , < \
e A vauethat includes a space must be enclosed in double quotes.

Resulting volumes are numbered sequentially starting with 0000. If volumes with the specified basename
already exist, names of new volumes start with the first available name in the sequence. For example: for
basenamevdl v, if vdl _v0000 andvdl_v0002 exist, the next volumes created will bevdl_v0001
andvdl v0003.

count #
The number of volumesto create, from 1 to 128. Volumes will be created up to the maximum number
supported per vdisk.

pool pool
Optional; required for virtual volumes. The name or serial number of the pool in which to create the
volumes. A name that includes a space must be enclosed in double quotes.

ports ports

Optional. The controller portsto use for the mapping. All ports must be the same type. For port syntax, see
"Command syntax" (page 23). If not all ports are specified, the unspecified ports are not mapped. If the
ports and baselun parameters are omitted, the volumes are not mapped.
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size size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB]

Setsthe volume size. The unit is optional (B represents bytes). If base 2 isin use, whether you specify a
base-2 or base-10 unit, the resulting size will be in base 2. If no unit is specified, the default is 512-byte
blocks. If the combined size of the volumes exceeds the capacity of the vdisk, an error message is displayed
and no volumes are created.

A valuelessthan 4 MB (3.8 MiB) will berounded up to that size. Any larger value will be rounded down to
the next multiple of that size. If overcommit is enabled, the volume size can exceed the physical capacity of
the storage pool. The maximum volume sizeis 140 TB (128 TiB). To see whether overcommit is enabled,
use the show system-parameters command. If overcommit is disabled and the combined size of the volumes
will exceed the capacity of the storage pool, an error message is displayed and no volumes are created.

vdisk vdisk
Optional; required for linear volumes. The name or serial number of the vdisk in which to create the
volumes. A name that includes a space must be enclosed in double quotes.

volume-group volume-group
Optional. The name of avolume group to which to add the volume. A name that includes a space must be
enclosed in double quotes. If the group does not exist, it will be created.

Example Create two unmapped, 100-GB volumes with base name data- invdisk data.
# create volume-set count 2 size 100GB vdisk data basename data-

Create ten 20-GB volumes with the base name vd1l v invdisk vd1, mapped starting with LUN 5 with
read-only access through port A1.

# create volume-set count 10 size 20GB vdisk vdl basename vdl_v baselun 5
access ro ports al
Seedso e+ create volume
* delete volumes
e map volume
* setvolume

e show maps
e show pools
e show vdisks

e show volume-groups
e show volumes
e unmap volume
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delete all-master-volumes

Description Deletes all master volumes associated with a specified snap pool. This command appliesto linear storage
only.

The volumes' schedul es and tasks are also deleted.

NOTE: You must delete all snapshots that exist for the master volumes before you can delete the master
volumes.

Min. role manage

Syntax delete all-master-volumes
snap-pool volume

Parameters snap-pool volume
The name or serial number of the snap pool whose master volumes should be deleted. A name that includes

a space must be enclosed in double quotes.

Example Delete al master volumes associated with snap pool SP1.

# delete all-master-volumes snap-pool SP1

Seedso

delete all-snapshots
show master-volumes
show snap-pools
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delete all-snapshots
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Description

Min. role

Syntax

Parameters

Example

Seedso

Deletes all snapshots associated with a specified volume. All data associated with the snapshots is deleted
and their space in the snap pool is freed for use. The specified volume can be a master volume or a snap
pool. The snapshots' schedules and tasks are also deleted.

manage

delete all-snapshots

[delete-type all-standard-snapshots|all-replication-snapshots
|all-snapshot-types]

volume volume

delete-type all-standard-snapshots|all-replication-snapshots
|all-snapshot-types

Optional. Specifies the type of snapshots that can be deleted. If this parameter is omitted, the default is
all-standard-snapshots, which meansthat the command will try to delete only standard snapshots
and will not succeed if replication snapshots exist.

volume volume
The name or serial number of the master volume or snap pool. A name that includes a space must be
enclosed in double quotes.

Delete all snapshots associated with master volume MV1.
# delete all-snapshots volume MV1

Delete all replication snapshots associated with master volume Mv2, which is the primary volumein a
replication set.

# delete all-snapshots volume MV2 delete-type all-replication-snapshots

» show snapshots
» show volumes

Alphabetical list of commands



delete chap-records
Description For iSCSI, deletes a specified CHAP record or all CHAP records. This command is permitted whether or
not CHAP is enabled.
Min. role manage

Syntax To delete the CHAP record for a specific originator:

delete chap-records
name originator-name

To delete all CHAP records:

delete chap-records
all

Parameters name originator-name
The originator name, typically in IQN format.

all
Delete all CHAP records in the database.

Example Deletethe CHAP record for a specific originator.

# delete chap-records name ign.1991-05.com.microsoft:myhost.domain

Delete al CHAP records.

# delete chap-records all

Seealso ¢ create chap-record
e set chap-record
« show chap-records
e show iscsi-parameters

delete global-spare (Deprecated)

Use remove spares.

delete host (Deprecated)

Use delete initiator-nickname.
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delete host-groups
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Description

Min. role

Syntax

Parameters

Example

Seedso

Deletes specified host groups and optionally all hosts in those groups.
Before using the option to delete all the hosts in the groups, ensure that the hosts are unmapped.
manage

delete host-groups
[delete-hosts]
host-groups|all

delete-hosts
Optional. Specifiesto delete all hosts in the groups. If this parameter is omitted, the host groups will be
deleted but their hosts will not be deleted.

host-groups|all
Specifies either:

« A comma-separated list of the names of host groups to delete. A name that includes a space must be
enclosed in double quotes.

e all:Deletesal host groups.

Delete host group HGroup1 but not the hosts in those groups.
# delete host-groups HGroupl

Delete all host groups and the hosts in those groups.

# delete host-groups delete-hosts all

» show host-groups
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delete hosts

Description

Min. role

Syntax

Parameters

Example

Seedso

Deletes specified hosts that are not in ahost group. Mapped and unmapped hosts can be deleted. Deleting a
host does not delete itsinitiators. Volume maps continue to apply to theinitiators in the host that is del eted.

manage

delete hosts

hosts|all

hosts|all
Specifies either:

Delete hostsHost 1 and Host 2.

# delete hosts Hostl,Host2

in double quotes.

all: Deletes dl hosts.

Delete all hosts.

# delete hosts all

create host

set host

set initiator

show host-groups
show initiators

delete hosts

A comma-separated list of the names of hosts to delete. A name that includes a space must be enclosed
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delete initiator-nickname

Description Deletes manually created initiators or the nickname of discovered initiators.

Volume maps continue to apply to the initiators in the host that is deleted. If you delete the nickname of a
discovered initiator, commands will show the initiator by itsI1D.

Min. role manage

Syntax delete initiator-nickname
initiators

Parameters initiators
A comma-separated list of the nicknames or 1Ds of initiators to delete.

Example Delete the manually created initiator named Init1.
# delete initiator-nickname Initl
Delete the nickname of discovered initiator Init2.
# delete initiator-nickname Init2

create host

set initiator

show initiators

See also

delete master-volume (Deprecated)

Use delete volumes.
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delete pools

Description

Deletes specified pools.

/\ CAUTION: Deleting apool will delete al the datait contains.

Min. role

Syntax

Parameters

Example

See also

For linear storage, a pool and a disk group are logically equivalent. For alinear pool, if the pool contains
volumes, the command will prompt for confirmation to delete the volumes. If thereply isyes, the
command will unmap and delete al volumesin the pool, delete the pool and corresponding disk group, and
make all the disks available. If the reply isno, the command will be canceled. You cannot delete a disk
group if it contains a snap pool that is associated with a master volume in another disk group.

For virtual storage, apool can contain multiple disk groups. For avirtual pool, if the pool containsvolumes,
the command will prompt for confirmation to delete the volumes. If thereply isyes, the command will
unmap and delete al volumes in the pool, and then delete each disk group in the pool and make all the disks
available. If thereply isno, the command will be canceled.

NOTE: If you delete a quarantined disk group and its missing disks are later found, the group will
reappear as quarantined or offline and you must delete it again (to clear those disks).

manage

delete pools
[prompt yes|no]
pools

prompt yes|no

Optional. For scripting, this specifies an automatic reply to confirmation prompts, as when a utility is
running on a pool to be removed:

¢ yes: Allow the command to proceed.

¢ no: Cancel the command.

If this parameter is omitted, you must manually reply to the prompt.

pools
A comma-separated list of the names or serial numbers of the poolsto delete. A name that includes a space
must be enclosed in double quotes.

Delete pool dg1, which contains a volume and has a utility running.

# delete pools dgl
Pool dgl has a job running. Do you want to continue? yes
Pool dgl has volumes present. Do you want to continue? yes

* deletevdisks

e remove disk-groups

e show master-volumes
» show pools

» show vdisks
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delete remote-system

Description Deletes the persistent association with a remote system. This command applies to linear storage only.

After establishing replication to aremote system, if you choose to del ete the remote system you can safely
do so without affecting replications. However, because the remote system's name and IP address will no
longer appear in user interfaces, record thisinformation before deleting the remote system so that you can
accessit at alater time, such asto delete old replication images or for disaster recovery.

Min. role manage

Syntax delete remote-system
system

Parameters system
The name or network-port | P address of the remote system. A name that includes a space must be enclosed

in double quotes.
Example Deleteremote system System?2.
# delete remote-system System2

Seealso ¢ create remote-system
e remote
e set remote-system
» show remote-systems
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delete replication-set

Description Deletes areplication set. This command applies to linear storage only.

The replication volumes associated with the replication set are converted to master volumes and any
replication snapshots associated with the replication volumes are converted to standard snapshots.
Snapshots are converted regardless of the number of snapshots allowed by the system'slicense. This
command must be run on the primary system.

Min. role manage

Syntax delete replication-set
ID

Parameters ID
The name or serial number of either the replication set or its primary volume. A name that includes a space
must be enclosed in double quotes.

Example Deletereplication set RS1.
# delete replication-set RS1

Delete the replication set with primary volume Mv1.
# delete replication-set MV1

Seealso ¢ show replication-sets
« show replication-volumes
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delete schedule
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Description

Min. role

Syntax

Parameters

Example

See also

Deletes atask schedule. If you no longer want a scheduled task to occur, you can delete the schedule. When
avolume or snapshot is deleted, its schedules and tasks are al so del eted.

If the schedule uses atask that is not used by any other schedule, a confirmation prompt will ask whether
you want to delete the schedule and the task. Reply yes to delete both, or no to delete only the schedule.

manage

delete schedule
[prompt yes|no]
schedule

prompt yes|no
Optional. For scripting, this specifies whether to automatically reply yes or no to confirmation prompts. If
this parameter is omitted, you must manually reply to confirmation prompts.

schedule
The name of the schedule to delete.

Delete schedule Sched1, whose task is used by another schedule.
# delete schedule Schedl
Delete schedule Sched2, whose task is not used by another schedule.

# delete schedule Sched2

This schedule uses a task (Taskl) that is not used by any other schedule.
Do you want to delete this task, also? (y/n) yes

» create schedule

» setschedule

» show schedules

Alphabetical list of commands



delete snap-pool

Description

Min. role

Syntax

Parameters

Example

Seedso

Deletes a snap pool. This command appliesto linear storage only.

NOTE: You must disassociate all master volumes from the snap pool before you can deleteit.

manage

delete snap-pool

snap-pool

snap-pool

The name or serial number of the snap pool to delete. A name that includes a space must be enclosed in

double quotes.

Delete snap pool sp1.

# delete snap-pool SP1

show master-volumes
show snap-pools
show volumes

delete snap-pool
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delete snapshot
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Description

Min. role

Syntax

Parameters

Example

Seedso

Deletes specified snapshots. All data uniquely associated with the snapshot is deleted and associated space
in the snap pool is freed for use. The snapshot's schedules are a so del eted.

manage

delete snapshot
[cleanup]

[delete-priority standard-snapshot |volume-copy-snapshot |replication-snapshot
replicating-snapshot |common-sync-point-snapshot|only-sync-point-snapshot
queued-snapshot]

[force]
snapshots

cleanup
Optional. When a master volume's last snapshot is deleted, automatically convert the master volume to a
standard volume and del ete the snap pool.

delete-priority standard-snapshot |volume-copy-snapshot

| replication-snapshot |replicating-snapshot |common-sync-point-snapshot
|only-sync-point-snapshot |queued-snapshot

Optional. Priority of snapshots that can be deleted. If the specified priority isless than the snapshot's
priority, deletion is prevented. Thisis intended to protect against accidentally deleting high-priority
snapshots. You must specify this parameter or the force parameter, but not both.

force
Optional. Overrides priority protection and forces the specified snapshot to be deleted. You must specify
this parameter or thedelete-priority parameter, but not both.

snapshots
A comma-separated list of the names or serial numbers of the snapshots to delete. A name that includes a
space must be enclosed in double quotes.

Delete snapshot SS1, which is being used in areplication operation.

# delete snapshot delete-priority replicating-snapshot SS1
Force deletion of snapshot SS2.

# delete snapshot force SS2

Delete standard snapshots s1, s2, and s3.

# delete snapshot sl1,s2,s3

e delete al-snapshots

» delete snapshot-write-data
» show priorities

« show snapshots
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delete snapshot-write-data

Description Deletes data written to a standard snapshot after it was created. This command appliesto linear storage
only.

Deleting this modified data reverts the snapshot to the state when it was first taken. This command is not
allowed for areplication snapshot. Unmount/unpresent/unmap the snapshot before deleting the snapshot
write data to avoid conflicts with the host operating system.

Min. role manage

Syntax delete snapshot-write-data
snapshot

Parameters snapshot
The name or serial number of the snapshot from which to delete modified data. A name that includes a

space must be enclosed in double quotes.

Example Delete only modified data from snapshot SS1.

# delete snapshot-write-data SS1

Seeadso ¢ delete snapshot
» show snapshots
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delete task

98

Description

Min. role

Syntax

Parameters

Example

See also

Deletes atask. If the task is scheduled, a confirmation prompt will ask whether you want to delete the task
and its schedules. Reply yes to delete both, or no to cancel the command.

manage

delete task
[prompt yes|no]
task

prompt yes|no
Optional. For scripting, this specifies whether to automatically reply yes or no to confirmation prompts. If
this parameter is omitted, you must manually reply to confirmation prompts.

task
The name of the task to delete.

Delete unscheduled task Task1.

# delete task Taskl

Delete scheduled task Task2.

# delete task Task2

Task Task2 has 2 schedules associated with it that will also be deleted.
Do you want to continue? (y/n) no

e createtask

e delete schedule

e show schedules

e show tasks
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delete user

Description

Min. role

Syntax

Parameters

Example

See also

Deletes a user account. Except for the user you are logged in as, you can delete any user, including the
default users. However, the system requires at least one CLI user with themanage roleto exist. When a
user is deleted, any sessions associated with that user name are terminated.

manage

delete user
[noprompt]
name

noprompt

Optional in console format; required for XML API format. Suppresses the confirmation prompt, which
requires ayes or no response. Specifying this parameter allows the command to proceed without user
interaction.

name
The user to delete. Names are case sensitive.

Delete user jsmith.

# delete user jsmith
Are you sure you want to delete user jsmith? (y/n) yes

Delete user Kim and suppress the confirmation prompt.
# delete user noprompt Kim

e create user
e show users

delete user
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delete vdisks

Description

Min. role

Syntax

Parameters

Example

Seedso

Deletes specified vdisks. This command appliesto linear storage only.
This unmaps and deletes all volumes and snapshots in the vdisks and makes all the disks available.

CAUTION: Deleting avdisk will delete all datait contains.

NOTE: You cannot delete avdisk if it contains a snap pool that is associated with a master volumein
another vdisk.

NOTE: If you delete aquarantined vdisk and its missing disks are later found, the vdisk will reappear as
quarantined or offline and you must delete it again (to clear those disks).

manage

delete vdisks
[prompt yes|no]
vdisks

prompt yes|no
Optional. For scripting, this specifies an automatic reply to the confirmation prompt that appears if a utility
is running on the vdisk:

* yes: Stop the utility and allow the command to proceed.
¢ no: Cancel the command.

If this parameter is omitted, you must manually reply to the prompt.

vdisks
A comma-separated list of the names or serial numbers of the vdisksto delete. A name that includes a space
must be enclosed in double quotes.

DeletevdisksvD1 and VD2.
# delete vdisks VD1,VD2
Delete vdisk vD3 on which a utility is running.

# delete vdisks VD3
Vdisk VD3 has a job running. Do you want to continue? yes

e create vdisk
¢ show master-volumes
¢ show vdisks

delete vdisk-spare (Deprecated)

Use remove spares.
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delete volume-groups

Description

Min. role

Syntax

Parameters

Example

Seedso

Deletes specified volume groups and optionally all volumes in those groups.

Before using the option to delete all the volumes in the groups, ensure that the volumes are unmapped. If
any volume is mapped, the command will fail and no changes will be made.

manage

delete volume-groups
[delete-volumes]
volume-groups|all

delete-volumes
Optional. Specifiesto delete all volumesin the groups. If this parameter is omitted, the volume groups will
be deleted but their volumes will not be del eted.

volume-groups|all
Specifies either:

e A comma-separated list of the names of volume groups to delete. A name that includes a space must be
enclosed in double quotes.

e all: Deletesall volume groups.

Delete volume groups VGroupl and VGroup2 but not the volumesin those groups.
# delete volume-groups VGroupl, VGroup2

Delete all volume groups and the volumes in those groups.

# delete volume-groups delete-volumes all

» show volume-groups
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delete volumes

Description Deletes specified volumes.

/\ CAUTION: Deleting avolume will delete all datait contains and its schedules.

Min. role manage

Syntax delete volumes
volumes

Parameters volumes
A comma-separated list of the names or serial numbers of the volumes to delete. A name that includes a

space must be enclosed in double quotes.

Example Deletevolumesvl and V2.

# delete volumes V1,V2

Seedso ¢ createvolume
¢ show volumes
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dequarantine

Description Removes a disk group from quarantine.

/\ CAUTION: Carefully read thistopic to determine whether to use the dequarant ine command to
manually remove adisk group from quarantine. The dequarantine command should only be used as
part of the emergency procedure to attempt to recover data and is normally followed by use of the CL1 trust
command. If adisk group is manually dequarantined and does not have enough disks to continue operation,
its status will change to OFFL and its data may or may not be recoverable through use of the trust
command. It is recommended that you contact technical support for assistancein determining if the
recovery procedure that makes use of the dequarant ine and trust commands is applicable to your
situation and for assistance in performing it. Also, see the help for the trust command.

To continue operation and not go to quarantined status, a RAID-3 or RAID-5 disk group can have only one
inaccessible disk, a RAID-6 disk group can have only one or two inaccessible disks, and a RAID-10 or
RAID-50 disk group can have only one inaccessible disk per subgroup. For example, a 16-disk RAID-10
disk group can remain online (critical) with 8 inaccessible disks if one disk per mirror isinaccessible.

The system will automatically quarantine adisk group having afault-tolerant RAID level if one or more of
its disks becomes inaccessible, or to prevent invalid (“stale”) data that may exist in the controller from
being written to the disk group. Quarantine will not occur if aknown-failed disk becomes inaccessible or if
adisk becomesinaccessible after failover or recovery. The system will automatically quarantine an NRAID
or RAID-0 disk group to prevent invalid data from being written to the disk group. If quarantine occurs
because of an inaccessible disk, event 172 islogged. If quarantine occurs to prevent writing invalid data,
event 485 islogged. For recommended actions for these events, see the Event Descriptions Reference
Guide.

Examples of when quarantine can occur are:

« At system power-up, adisk group has fewer disks online than at the previous power-up. This may
happen because adisk is slow to spin up or because an enclosure is not powered up. The disk group will
be automatically dequarantined if the inaccessible disks come online and the disk group status becomes
FTOL (fault tolerant and online), or if after 60 seconds the disk group statusis QTCR or QTDN.

« During system operation, adisk group loses redundancy plus one more disk. For example, three disks
areinaccessible in aRAID-6 disk group or two disks are inaccessible for other fault-tolerant RAID
levels. The disk group will be automatically dequarantined if after 60 seconds the disk group statusis
FTOL, FTDN, or CRIT.

Quarantine isolates the disk group from host access and prevents the system from changing the disk group
status to OFFL (offline). The number of inaccessible disks determines the quarantine status. From least to
most severe:

e QTDN (quarantined with adown disk): The RAID-6 disk group has one inaccessible disk. The disk
group is fault tolerant but degraded. If the inaccessible disks come online or if after 60 seconds from
being quarantined the disk group is QTCR or QTDN, the disk group is automatically dequarantined.

* QTCR (quarantined critical): The disk group is critical with at least one inaccessible disk. For example,
two disks are inaccessible in a RAID-6 disk group or one disk isinaccessible for other fault-tolerant
RAID levels. If the inaccessible disks come online or if after 60 seconds from being quarantined the
disk group is QTCR or QTDN, the disk group is automatically dequarantined.

e QTOF (quarantined offline): The disk group is offline with multiple inaccessible disks causing user data
to beincomplete, or isan NRAID or RAID-0 disk group.
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Min. role

Syntax

Parameters

When adisk group is quarantined, its disks become write-locked, its volumes become inaccessible, and it is
not available to hosts until it is dequarantined. If there are interdependencies between the quarantined disk
group’s volumes and volumes in other disk groups, quarantine may temporarily impact operation of those
other volumes. For example, if the quarantined disk group contains the snap pool used for snapshot or
volume-copy or replication operations, quarantine may temporarily cause the associated master volume to
go offline; avolume-copy or replication operation can also be disrupted if an associated volume (snap pool,
source volume, or destination volume) goes offline.

Depending on the operation, the length of the outage, and the settings associated with the operation, the
operation may automatically resume when the disk group is dequarantined or may require manual
intervention. A disk group can remain quarantined indefinitely without risk of dataloss.

A disk group is dequarantined when it is brought back online, which can occur in three ways:

« |If theinaccessible disks come online, making the disk group FTOL, the disk group is automatically
dequarantined.

« |f after 60 seconds from being quarantined the disk group is QTCR or QTDN, the disk group is
automatically dequarantined. The inaccessible disks are marked as failed and the disk group status
changesto CRIT (critical) or FTDN (fault tolerant with adown disk). If the inaccessible disks later
come online, they are marked as LEFTOVR (leftover).

¢ Thedequarantine command isused to manualy dequarantine the disk group. If the inaccessible
disks later come online, they are marked as LEFTOVR (leftover). If event 172 was logged, do not use
the dequarantine command. Instead follow the event’s recommended-action text. If event 485 was
logged, use the dequarant ine command only as specified by the event’s recommended-action text
to avoid data corruption or loss.

When a disk group is dequarantined, event 173 is logged.

A gquarantined disk group can be fully recovered if the inaccessible disks are restored. Make sure that al
disks are properly seated, that no disks have been inadvertently removed, and that no cables have been
unplugged. Sometimes not all disksin the disk group power up. Check that all enclosures have restarted
after apower failure. If these problems are found and then fixed, the disk group recovers and no dataislost.

If the inaccessible disks cannot be restored (for example, they failed), and the disk group’s statusis FTDN or
CRIT, and compatible spares are available to replace the inaccessible disks, reconstruction will
automatically begin.

If areplacement disk (reconstruct target) is inaccessible at power up, the disk group becomes quarantined.
When the disk is found, the disk group is dequarantined and reconstruction starts. If reconstruction wasin
process, it continues where it left off.

NOTE: Theonly commands allowed for aquarantined disk group are dequarant ine, delete vdisks,
and remove disk-groups. If you delete a quarantined disk group and itsinaccessible disks later come online,
the disk group will reappear as quarantined or offline and you must delete it again (to clear those disks).

manage

dequarantine
disk-group disk-group
vdisk vdisk

disk-group disk-group
The name or serial number of the disk group to remove from quarantine. A name that includes a space must
be enclosed in double quotes.

vdisk vdisk
The name or serial number of the disk group to remove from quarantine. A name that includes a space must
be enclosed in double quotes.
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Example After determining that vdisk VD1 is quarantined, remove it from quarantine and re-check its status.

# show vdisks
Name ... Status

VDl ... QTDN ... (RAID 6 quarantined with a down disk)

# dequarantine vdisk VD1
Info: Vdisk VD1l was dequarantined. (VD1)
Success: Command completed successfully. (2013-08-01 14:06:09)

# show vdisks
Name ... Status

VD1 ... FTDN ... (RAID 6 fault tolerant with a down disk)
Seeaso ¢ show disk-groups

e show vdisks

e frust
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detach replication-volume

Description Prepares a secondary volume to be physically removed from a system.

Min. role

Syntax

Parameters

106

Example

When using the replication feature, if you choseto create areplication set's primary and secondary volumes
in the primary system, you can perform the initial replication and then physically move the secondary
volume's vdisk into the secondary system.

The process to move a secondary volume is:

1. Inthe system where the secondary volume resides:
a. Detach the secondary volume.
If the secondary volume's vdisk contains other secondary volumes, detach those volumes.
Stop the secondary volume's vdisk.
If the secondary volumes' snap pools are in other vdisks, stop those vdisks.

Move the vdisks into the secondary system. This system must support the link type that the
replication set is configured to use. For example, if the replication set’slink typeis configured to use
FC links, the secondary system must have FC ports.

2. Inthe secondary system:
a. Start the snap pools' vdisks.
b. Start the secondary volumes' vdisks.
c. Reattach the secondary volumes.

® 2o o

Detached volumes remain associated with their replication sets but are not updated with replication data or
with replication control information. When avolume is detached its status is shown asDetached.

NOTE: It isrecommended that the vdisk that you are moving contains only secondary volumes and their
snap pools. You are allowed to move other volumes along with secondary volumes and their snap pools, but
be sure that you are doing so intentionally.

NOTE: If you intend to move avdisk's enclosure and you want to alow 1/0 to continue to the other
enclosures, itisbest if it isat the end of the chain of connected enclosures. If the enclosureisin the middle
of the chain, the enclosures must be cabled with no single point of failure, so that removing the enclosure
does not prevent communication between other enclosures.

manage

detach replication-volume
[set replication-set]
replication-volume

set replication-set
Optional. The name or serial number of the replication set. A name that includes a space must be enclosed
in double quotes.

replication-volume
The name or serial number of the replication volume to detach. A name that includes a space must be
enclosed in double quotes. If the name is not unique across replication sets, specify the set parameter.

Detach secondary volume rv1.

# detach replication-volume rV1
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Seedso ¢ reattach replication-volume
» show replication-sets
e show replication-volumes
e start vdisk
e stop vdisk

down disk

Description Simulates vdisk degradation due to loss of adisk. This command is not supported.
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exit

Description Log off and exit the CLI session.
Min. role monitor

Syntax exit
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expand disk-group

Description

Min. role

Syntax

Parameters

Example

Adds disks to a disk group to expand its storage capacity. This command appliesto linear storage only.
The new disks must be the same type as disks already in the group and should also have the same capacity.

NOTE: If you upgraded from an earlier release that did not distinguish between enterprise and midline
SAS disks, you might have groups that contain both types of disks. For those groups, you can designate
either or both types of disks for expansion. If—through replacement of spares or failed disks—the group is
changed to contain only one type of disk, you will only be able to add disks of that type to the group.

The expansion capability for each supported RAID level is:

RAID level Expansion capability Maximum disks
Non-RAID Cannot expand. 1

0,356 Can add 14 disks at atime. 16

1 Cannot expand. 2

10 Can add 2 or 4 disks at atime. 16

50 Can expand the group one RAID-5 subgroup at a 32

time. The added RAID-5 subgroup must contain the
same number of disks as each original subgroup.

IMPORTANT: Disk group expansion cannot be stopped and can take days to complete, depending on
disk type, RAID level, and other factors.

Before starting the expansion, ensure no other utilities are running on the group. If another operationisin
progress, the expansion cannot start.

manage

expand disk-group
disks disks
[prompt yes|no]
disk-group

disks disks
The IDs of the disksto add. For disk syntax, see "Command syntax" (page 23).

prompt yes|no
Optional. For scripting, this specifies an automatic reply to confirmation prompts:

e vyes: Allow the command to proceed.
e no: Cancel the command.

If this parameter is omitted, you must manually reply to the prompt.

disk-group
The name or serial number of the disk group to expand. A name that includes a space must be enclosed in
double quotes.

Expand disk group vD1 toincludedisk 1.11.

# expand disk-group disks 1.11 VD1

Expand RAID-10 disk group R1 0 to include an additional mirror pair.

# expand disk-group disks 2.9-10 R10
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Expand RAID-50 disk group R50, which has four 3-disk subgroups, to include an additional subgroup.
# expand disk-group disks 2.1-2,2.5 R50

Seeaso ¢ show disk-groups
e show disks
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expand snap-pool

Description Expands a snap pool. This command appliesto linear storage only.

Expansion is restricted to the space available on the vdisk containing the snap pool. If insufficient spaceis
available for expansion on the vdisk, first expand the vdisk by using expand vdisk.

Min. role manage

Syntax expand snap-pool
size size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB] | max
snap-pool
Parameters size size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB] | max
Specifies either:
« Theamount of spaceto add to the snap pool. The unit isoptional (B representsbytes). If base 2 isin use,

whether you specify abase-2 or base-10 unit, the resulting size will be in base 2. If no unit is specified,
the default is 512-byte blocks.

* max: Expand the snap pool tofill all available space in its vdisk.

snap-pool
The name or serial number of the snap pool to expand. A name that includes a space must be enclosed in
double quotes.

Example Expand snap pool sP1 by 100 GB.
# expand snap-pool size 100GB SP1

Seealso * show snap-pools
» show vdisks
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expand vdisk

Description

Min. role

Syntax

Parameters

Example

Adds disks to avdisk to expand its storage capacity. This command appliesto linear storage only.
The new disks must be the same type as disks already in the vdisk and should also have the same capacity.

NOTE: If you upgraded from an earlier release that did not distinguish between enterprise and midline
SAS disks, you might have vdisks that contain both types of disks. For those vdisks, you can designate
either or both types of disks for expansion. If—through replacement of spares or failed disks—the vdisk is
changed to contain only one type of disk, you will only be able to add disks of that type to the vdisk.

The expansion capability for each supported RAID level is:

RAID level Expansion capability Maximum disks
NRAID Cannot expand. 1

0,356 Can add 14 disks at atime. 16

1 Cannot expand. 2

10 Can add 2 or 4 disks at atime. 16

50 Can expand the vdisk one RAID-5 sub-vdisk at a 32

time. The added RAID-5 sub-vdisk must contain the
same number of disks as each original sub-vdisk.

IMPORTANT: Vdisk expansion cannot be stopped and can take days to complete, depending on disk
type, RAID level, and other factors.

Before starting the expansion, ensure no other vdisk utilities are running on the vdisk. If another operation
isin progress, the expansion cannot start.

manage

expand vdisk
disks disks
[prompt yes|no]
vdisk

disks disks
The IDs of the disksto add. For disk syntax, see "Command syntax" (page 23).

prompt yes|no
Optional. For scripting, this specifies an automatic reply to the confirmation prompts:

e vyes: Allow the command to proceed.
¢ no: Cancel the command.

If this parameter is omitted, you must manually reply to the prompt.

vdisk
The name or serial number of the vdisk to expand. A name that includes a space must be enclosed in double
quotes.

Expand vdisk vD1 toinclude disk 1.11.
# expand vdisk disks 1.11 VD1
Expand RAID-10 vdisk R10 to include an additional mirror pair.

# expand vdisk disks 2.9-10 R10
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Expand RAID-50 vdisk R50, which has four 3-disk sub-vdisks, to include an additional 3-disk sub-vdisk.
# expand vdisk disks 2.1-2,2.5 R50

Seealso ¢ show disks
¢ show vdisks
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expand volume

Description

Min. role

Syntax

Parameters

Example

Seedso

Expands a standard volume or base volume.

Volume sizes are aligned to 4-MB boundaries. When avolume is created or expanded, if the resulting size
would belessthan 4 MB it will be increased to 4 MB; if the resulting size would be greater than 4 MB it
will be decreased to the nearest 4-MB boundary.

If overcommit is disabled, expansion is restricted to the space available in the pool that contains the
volume. If overcommit is enabled, the volume size can exceed the physical capacity of the pool. The
maximum volume sizeis 140 TB (128 TiB). To see whether overcommit is enabled, use the show pools
command.

If insufficient spaceis available for expansion on the vdisk, first expand the vdisk by using expand vdisk.
To expand a master volume:

1. Delete all of its snapshots by using delete all-snapshots.
2. Convert it to a standard volume by using convert master-to-std.
3. Expand the standard volume by using expand volume.
4. Convert the expanded volume to a master volume by using convert std-to-master.
manage
expand volume
size size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB] | max
volume
size size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB]
Specifies either:
« The amount of space to add the volume. The unit is optional (B represents bytes). If base 2 isin use,

whether you specify abase-2 or base-10 unit, the resulting size will bein base 2. If no unit is specified,
the default is 512-byte blocks.

« max: Expand the volume to fill the available space in the vdisk.
volume

The name or serial number of the volume to expand. A name that includes a space must be enclosed in
double quotes.

Expand standard volume v1 by 100 GB.
# expand volume size 100GB V1
e expand disk-group

e expand snap-pool

e expand vdisk

e show volumes
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export snapshot

Description Exports areplication snapshot in the local system to a new standard snapshot. This command applies to
linear storage only.

The standard snapshot will reside in the same snap pool, take a snapshot license, and be independent of the
replication snapshot. The standard snapshot can used like any other standard snapshot, and changes to it
will not affect the replication snapshot.

The standard snapshot is subject to the snap pool's deletion policies. If the snap pool reachesits critical
threshold, the snapshot may be deleted, even if it is mapped. If you want to preserve the snapshot's data, you
can create a standard volume from the snapshot, as described in help for the volumecopy command.

The export command will not succeed if the replication snapshot isin aremote system or if the resulting
snapshot would exceed license limits.

Min. role manage

Syntax export snapshot
name standard-snapshot
[set replication-set]
replication-snapshot

Parameters name standard-snapshot
A name for the resulting snapshot. Input rules:
e Thevaueiscase sensitive.

¢ Thevaue can have a maximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

e Thevaue caninclude spaces and printable UTF-8 charactersexcept: " , < \
« A valuethat includes a space must be enclosed in double quotes.
set replication-set

Optional. The name or serial number of the replication set. A name that includes a space must be enclosed
in double quotes.

replication-snapshot
The name or serial number of the replication snapshot to export. A hame that includes a space must be
enclosed in double quotes. If the name is not unique across replication sets, specify the set parameter.

Example Export local replication snapshot RepSnap1 to standard snapshot Snap1.
# export snapshot name Snapl RepSnapl

Seealso ¢ show replication-sets
« show snapshots
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fail

Description

Min. role

Syntax

Parameters

Example

Seedso

help

Forces the partner controller module to crash for a non-maskable interrupt. The command causes the crash
by issuing an internal kill command to the Storage Controller in the partner controller module. This might
be helpful to gather debug information that is only available via a crash dump.

CAUTION: Do not use this command in a production system. Use only for testing. This command will
interfere with the operation of volumesin vdisks owned by the failed controller, potentially causing data
loss.

manage

fail
controller al|b

controller a|b
Specifies whether to kill controller A or B. You cannot kill the controller on which the command is issued.

From controller A, fail controller B.
# fail controller b

e unfail controller

See "Viewing help" (page 25).

load license

Description

Seedso

Used by the WBI to install alicense file to control use of licensed features.

¢ show license
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map volume

Description

Min. role

Syntax

Parameters

Maps specified volumes using settings that override the volumes' default mapping.

When avolumeis created, if no mapping settings are specified the volumeis not mapped. Otherwise, those
settings become its default mapping, which specifies the controller host ports and access level that all
connected initiators have to the volume, and the LUN presented to all initiators to identify the volume. The
default mapping’s LUN is known as the volume's default LUN.

Themap volume command creates mappings with different settings for different initiators. Optionally,
you can specify the LUN, ports, and access level for amapping. A mapping can make a volume accessible
toinitiators, or inaccessible to initiators (known as masking). For example, assume avolume's default
mapping alows read-only access using LUN 5. You can give oneinitiator read-write access using LUN 6,
and you can give a second initiator no access to the volume.

NOTE: You cannot map areplication set’s secondary volume.

NOTE: When mapping avolume to an initiator using the Linux ext3 file system, specify read-write
access. Otherwise, the file system will be unable to mount/present/map the volume and will report an error
such as “unknown partition table.”

manage

map volume
[access read-write|rw|read-only|ro|no-access]
[host hosts]
initiator initiators|hosts|host-groups
[lun LUN]
[ports ports]
volumes | volume-groups

access read-write|rw|read-only|ro|no-access

Optional. The access permission to use for the mapping: read-write (rw), read-only (ro), of no-access.
If the access parameter is specified as read-write or read-only, the 1un parameter must be specified. For an
explicit mapping, no-access causes the volume to be masked from specified initiators. If the access
parameter is omitted, accessissetto read-write.

host hosts
Deprecated—use the initiator parameter instead.

initiator initiators|hosts|host-groups

Optional. A comma-separated list of initiators, hosts, or host groups to which to map the volumes. For
initiator, host, and host-group syntax, see "Command syntax" (page 23). If the initiator parameteris
specified, the 1un and port s parameters must be specified. If the initiator parameter is omitted, the
mapping appliesto al initiators that are not explicitly mapped.

lun LUN

Optional. The LUN to use for the mapping. If asingle volume and multipleinitiators are specified, the same
LUN isused for each initiator. If multiple volumes and a singleinitiator are specified, the LUN will
increment for the second and subsequent volumes. If multiple volumes and initiators are specified, each
initiator will have the same LUN for the first volume, the next LUN for the second volume, and so on. The
lun parameter isignored if access isset to no-access. If the 1un parameter is omitted, the default
LUN is presented.
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ports ports

Optional. The controller host ports to use for the mapping. Any unspecified ports become unmapped. All
specified ports must be the same type (FC, for example). For port syntax, see "Command syntax” (page 23).
If the ports parameter is specified, the 1un parameter must also be specified. The ports parameter is
ignored if access issettono-access. If the ports parameter is omitted, all ports are mapped.

volumes|volume-groups
A comma-separated list of the names or serial numbers of the volumes or volume groups to map. For
volume and volume-group syntax, see "Command syntax™ (page 23).

Example Map volume v2 with read-only accessto initiator Init1, using port A1 and LUN 100.
# map volume access ro ports al lun 100 initiator Initl v2
Map volumes v2 and v3 with read-write accessfor Init2, using ports Al and B1 and LUN 101.
# map volume access rw ports al,bl lun 101 initiator Init2 v2,v3
Mask volume v4 from Init1l and Init3.
# map volume v4 access no-access initiator Initl,Init3

Map volumesv1 and v2 toinitiators Init 1 and Init2, using ports Al and B1 starting with LUN 6, and
view the results.

# map volume ports al,bl lun 6 initiator Initl,Init2 vl,v2
Map volume group volGroupA to host group hostGroupaA, starting with LUN 1 on ports AO and BO.
# map volume volGroupA.* initiator hostGroupA.*.* lun 1 port A0,BO
Seealso ¢ show host-groups
e show initiators
e show maps
« show ports
» show volume-groups
* show volumes
e unmap volume
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meta

Description

Min. role

Syntax

Parameters

Example

See also

In XML API format only, shows all property metadata for objects. Thisincludes data not showninbrief
mode.

monitor

meta basetypes

basetypes
A basetype or alist of basetypes separated by commas (with no spaces) to specify the objects for which to
show metadata. For names and descriptions of supported basetypes, see "XML API basetype properties’

(page 376).

Show all metadata for objects returned by the show disks command:

# meta drives

set cli-parameters
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ping
Description Tests communication with aremote host. The remote host is specified by |P address. Ping sends |CMP echo
response packets and waits for replies.

Min. role monitor

Syntax ping
host-address
[count]

Parameters host-address
The remote host’s | P address in dotted decimal form.

count
Optional. The number of packets to send. The default is 4 packets. Use asmall count because the command
cannot be interrupted. The default is 4 packets.

Example Send two packets to the remote computer at 10.134.50.6.

# ping 10.134.50.6 2
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reattach replication-volume

Description

Min. role

Syntax

Parameters

Example

Reattaches a secondary volume to its replication set.

Reattaching a secondary volume isthe last part of the process for moving a secondary volume from a
primary system into a secondary system. The process to move a secondary volumeis:
1. Inthe system where the secondary volume resides:

a. Detach the secondary volume.
If the secondary volume's vdisk contains other secondary volumes, detach those volumes.
Stop the secondary volume's vdisk.
If the secondary volumes' snap pools arein other vdisks, stop those vdisks.

Move the vdisks into the secondary system. This system must support the link type that the
replication set is configured to use. For example, if the replication set’slink typeis configured to use
FC links, the secondary system must have FC ports.

2. Inthe secondary system:
a. Start the snap pools' vdisks.
b. Start the secondary volumes' vdisks.
c. Reattach the secondary volumes.

® 2o o

If the reattach operation succeeds, the secondary volume’s status changesto Establishing proxy
while it is establishing the connection to the remote (primary) system in preparation for replication. Then
the status changesto Online. Thereplication set is ready to resume replication operations.

If the reattach operation fails and says it is unable to get the primary volume's link type, the vdisk that
contains the secondary volume may not have completed its startup activities. Wait approximately one
minute for these activitiesto complete, then retry the operation. If this message continues to occur, check
the event log to better understand the condition and for an indication of how to correct it.

NOTE: If the secondary system does not support the link type that the replication set is configured to use,
amessage will say the reattach operation failed because it could not determine the secondary address. To fix
this, repeat process steps 1 and 2 above to move the secondary volume into a system that supports the
reguired link type.

manage

reattach replication-volume
[remote-address ip=IPs|wwnn=WWNNs |wwpn=WWPNs]
[set replication-set]
replication-volume

remote-address ip=IPs|wwnn=WWNNs|wwpn=WWPNs

Optional. Specifies host ports on the system where the secondary volume resides, by | P address, World
Wide Node Name, or World Wide Port Name. An | P address value can include a port number. For example,
10.134.2.1:3260. Multiple values must be separated by commas and no spaces. For example:
ip=10.134.2.1,10.134.2.2.

set replication-set
Optional. The name or serial number of the replication set. A name that includes a space must be enclosed
in double quotes.

replication-volume
The name or serial number of the replication volume. A name that includes a space must be enclosed in
double quotes. If the name is not unique across replication sets, specify the set parameter.

Reattach secondary volume rv1.

# reattach replication-volume rV1
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Seeaso ¢ detach replication-volume
» show replication-sets
e show replication-volumes
e start vdisk
e stop vdisk
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release volume

Description

Min. role

Syntax

Parameters

Example

Seedso

Clearsinitiator registrations and releases persistent reservations for all or specified volumes. Normally,
reservations placed on volumes by initiators accessing those volumes can be released by host software. This
command should be used only when the system isin an abnormal state, perhaps due to a configuration
problem, and you need to remove all reservations for specified volumes and return them to a“clean” state.

CAUTION: Releasing reservations for volumes may allow unintended access to those volumes by other
initiators, which may result in data corruption. Before issuing this command, quiesce al initiators that have
visibility to the volumes whose reservations will be released.

manage

release volume
all|volumes

all|volumes
Specifies all volumes, or acomma-separated list of the names or serial numbers of specific volumes. A
name that includes a space must be enclosed in double quotes.

Release reservations for a specific volume.

# release volume vd04_v0002

¢ show volume-reservations
¢ show volumes
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remote

Description

Min. role

Syntax

Parameters

Example

See also

Runs a command on aremote system that is associated with the local system. This command appliesto
linear storage only.

If the command cannot connect to remote controller A, it tries to connect to remote controller B. If it is
unsuccessful, the remote command is not run. Output is displayed in console or XML API format
depending on the local system'’s setting.

manage

remote
remote-system
command

remote-system
The name or network-port | P address of the remote system. A name that includes a space must be enclosed
in double quotes.

command
The full name of any CLI command that is valid for the remote user’srole.

Run the show system command on remote system System2.

# remote System2 show system

e show remote-systems
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remove disk-groups

Description

Removes specified disk groups.

/\ CAUTION: Deleting alinear disk group will delete all datait contains.

Min. role

Syntax

Parameters

Example

For alinear disk group, if the group contains volumes, the command will prompt for confirmation to delete
the volumes. If the reply isyes, the command will unmap and delete all volumesin the group, delete the
group and corresponding pool, and make all the disks available. If the reply is no, the command will be
canceled. You cannot delete adisk group if it contains a snap pool that is associated with amaster volumein
another disk group.

For avirtual disk group, if the group contains no volume data, the group will be removed. If the group
contains volume data, the command will initiate removal and try to drain (move) al volume data to another
group in the same pool. While dataiis being drained, the group's status will be VDRAIN. If there are no other
disk groupsin the pool or if no other disk group in the pool has enough space to contain the volume data,
the command will immediately fail with an error. If draining begins and is successful, an event will be
logged and the group will be removed. If draining begins but hosts continue to write new datato the
volumes and cause an out-of-space condition, the command will fail and an event will be logged.

Also, if you remove the last disk group in avirtual pool, the command will prompt for confirmation to
remove the pool, too. If thereply isyes, the pool will beremoved. If thereply isno, the disk group and the
pool will remain.

In one command you can delete linear and virtual disk groups, and disk groups from more than one pool.

NOTE: If you delete a quarantined disk group and its missing disks are later found, the group will
reappear as quarantined or offline and you must delete it again (to clear those disks).

manage

remove disk-groups
[prompt yes|no]
disk-groups

prompt yes|no
Optional. For scripting, this specifies an automatic reply to confirmation prompts, as when a utility is
running on a disk group to be removed:

¢ yes: Allow the command to proceed.
¢ no: Cancel the command.

If this parameter is omitted, you must manually reply to the prompt.

disk-groups
A comma-separated list of the names or serial numbers of the disk groupsto delete. A name that includes a
space must be enclosed in double quotes.

Remove disk groups dg1 and dg2.
# remove disk-groups dgl,dg2
Remove disk group dg3, which contains a volume.

# remove disk-groups dg3
Disk group dg3 has volumes present. Do you want to continue? no

Remove disk group dg3, on which a utility is running.

# remove disk-groups dg3
Pool dg3 has a job running. Do you want to continue? yes
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Remove disk group dg4, which isthelast disk group in pool B.

# remove disk-groups dg4
All data on Pool B will be deleted.
Do you want to continue? (y/n) yes

Seealso ¢ deletepools

¢ deletevdisks
e show disk-groups
¢ show vdisks
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remove host-group-members

Description

Min. role

Syntax

Parameters

Example

See also

Removes specified hosts from a host group. You cannot remove all hosts from a group. At least one host

must remain. The hosts are ungrouped but not del eted.

manage

remove host-group-members

hosts hosts
host-group

hosts hosts
A comma-separated list of the names of hosts to remove from the host group. A name that includes a space

must be enclosed in double quotes.

host-group
The name of the host group. A name that includes a space must be enclosed in double quotes.

Remove two hosts from a group that contains three hosts.

# remove host-group-members hosts Host2,Host3 HostGroupl

delete host-groups
show host-groups
show initiators
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remove host-members

Description

Min. role

Syntax

Parameters

Example

See also

Removes specified initiators from a host. You cannot remove al initiators from ahost. At least one initiator
must remain. The initiators are ungrouped but not deleted.

manage

remove host-members
initiators initiators
host-name

initiators initiators
A comma-separated list of the names of initiators to remove from the host. A name that includes a space
must be enclosed in double quotes.

host-name
The name of the host. A name that includes a space must be enclosed in double quotes.

Remove two initiators from a group that contains three initiators.
# remove host-members initiators FC-init2,FC-init3 FC-hostll

* delete hosts
¢ show initiators
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remove replication-volume

Description

Min. role

Syntax

Parameters

Example

Seedso

Removes a secondary volume from areplication set. This command appliesto linear storage only.

The secondary volume is converted to a master volume. Any replication snapshots associated with that
volume are converted to standard snapshots, regardless of the number of snapshots allowed by the system’s
license.

You must run this command on the primary system. You cannot remove the primary volume.
manage

remove replication-volume
[nowait]
[primary-volume volumel
[set replication-set]
replication-volume

nowait

Optional. Removing avolume from areplication set can take the Storage Controller several minutesto
complete. This parameter allows that processing to continue in the background so the Management
Controller can process other commands.

primary-volume volume
Optional. Use only if the replication set has a primary-volume conflict. The name or serial number of the
primary volume. A name that includes a space must be enclosed in double quotes.

set replication-set
Optional. The name or serial number of the replication set. A name that includes a space must be enclosed
in double quotes.

replication-volume

The name or serial number of the secondary volume to remove. A name that includes a space must be
enclosed in double quotes. If the nameis not unique within the replication set, the volume that is not the
primary volume is removed. If the name is not unique across replication sets, specify the set parameter.

Remove secondary volume rData from areplication set.
# remove replication-volume rData

« show replication-sets
e show replication-volumes
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remove spares

Description Removes specified spares. You can remove global spares and dedicated spares (linear storage only) in the
same command.

Min. role manage

Syntax remove spares
disks

Parameters disks
The IDs of the spares to remove. For disk syntax, see "Command syntax" (page 23).

Example Remove dedicated spare 1.21 and global spare 1.22.

# remove spares 1.21-22

Remove global spare 1.22.

# remove spares 1.22

Seeadso ¢ add spares
e show disks
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remove volume-group-members

Description

Min. role

Syntax

Parameters

Example

See also

Removes volumes from avolume group. You cannot remove all volumes from agroup. At least one volume
must remain. The volumes are ungrouped but not deleted.

manage

remove volume-group-members
volumes volume-IDs
volume-group

volumes volume-IDs
A comma-separated list of the names or serial numbers of volumes to remove from the volume group. A
name that includes a space must be enclosed in double quotes.

volume-group
The name of the volume group. A name that includes a space must be enclosed in double quotes.

Remove volumes Vol 0002 and Vo10003 from volume group VolumeGroupl.

# remove volume-group-members volumes Vol0002,Vol0003 VolumeGroupl

delete volume-groups
show volume-groups
show volumes
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replicate snapshot

Description

Min. role

Syntax

Parameters

Example

See also

Initiates a replication operation using an existing snapshot as the data source. This command appliesto
linear storage only.

This command replicates the specified external standard snapshot. If the specified snapshot has not already
been replicated on the replication volume, the replication volume in the replication set is requested to
replicate the snapshot data. Only snapshot preserved datais replicated. Snapshot modified datais not
replicated.

If you instead want to create and replicate a snapshot as a single task, use the replicate volume command.
manage

replicate snapshot
[name replication-snapshot]
[set replication-set]
external-snapshot

name replication-snapshot
Optional. A name for the resulting replication snapshot. Input rules:
e Thevaueis case sensitive.

¢ Thevaue can have a maximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

e Thevaue caninclude spaces and printable UTF-8 charactersexcept: " , < \
« A valuethat includes a space must be enclosed in double quotes.
set replication-set

Optional. The name or serial number of the replication set. A name that includes a space must be enclosed
in double quotes.

external-snapshot

The name or serial number of the external snapshot to use as the data source. A name that includes a space
must be enclosed in double quotes. If the name is not unique across replication sets, specify the set
parameter.

Replicate external snapshot Snap1 and name the resulting replication snapshot RepSnap1.
# replicate snapshot name RepSnapl Snapl

e show replication-sets
« show snapshots

132  Alphabetical list of commands



replicate volume

Description Creates a replication snapshot of the specified volume and initiates a replication operation. This command
appliesto linear storage only.

This command can follow a create replication-set command that did not specify to initiate replication.

If the snapshot you want to replicate already exists, use the replicate snapshot command instead.

NOTE: |If replication requests are sent to a secondary system whose temporary replication license has
expired, the requests are queued but are not processed, and the secondary system reports event 472. If this
condition occurs, check for this event in the event log, event-notification emails, and SNMP traps. To
continue using replication, purchase a permanent replication license.

Min. role manage

Syntax replicate volume
[preserve-snapshot external-snapshot]
[set replication-set]
snapshot replication-snapshot
volume

Parameters preserve-snapshot external-snapshot
Optional. The name of the external snapshot to use as the source for thisreplication. This preserves the
snapshot that is being used to replicate the volume as an external snapshot. Otherwise, the snapshot is
converted to areplication snapshot. A name that includes a space must be enclosed in double quotes.

set replication-set
Optional. The name or serial number of the replication set. A name that includes a space must be enclosed
in double quotes.

snapshot replication-snapshot
The name for the new replication snapshot. Input rules:
* Thevalueiscase sensitive.

e Thevaue can have a maximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

* Thevaue can include spaces and printable UTF-8 charactersexcept: " , < \
e A valuethat includes a space must be enclosed in double quotes.

volume
The name or serial humber of the primary volume to replicate. A name that includes a space must be
enclosed in double quotes. If the name is not unique across replication sets, specify the set parameter.

Example Replicate volume Mv1 and name the replication snapshot RepSnapl.

# replicate volume snapshot RepSnapl MV1

Seeadso ¢ show replication-sets
e show replication-volumes
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resCan

Description This command forces rediscovery of disks and enclosuresin the storage system. If both Storage Controllers
are online and able to communicate with both expansion modules in each connected enclosure, this
command rebuilds the internal SAS layout information, reassigns enclosure | Ds based on controller A's
enclosure cabling order, and ensures that the enclosures are displayed in the proper order. A manual rescan
temporarily pauses al 1/0 processes, then resumes normal operation. It can take up to two minutes for the
enclosure IDs to be corrected.

A manual rescan may be needed after system power-up to display enclosuresin the proper order. Whenever
you replace a drive chassis or controller chassis, perform a manual rescan to force fresh discovery of all
drive enclosures connected to the controller enclosure.

A manual rescan is not needed after inserting or removing disks because the controllers automatically detect
these changes. When disks are inserted they are detected after a short delay, which allows the disks to spin

up
Min. role manage
Syntax rescan

Example Scan for device changes and re-evaluate enclosure IDs.

# rescan
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reset all-statistics

Description

Min. role

Syntax

Parameters

Example

Seedso

Resets performance statistics for both controllers. You can specify either to reset al live statistics to zero, or
to reset (clear) all historical performance statistics for al disks. If you reset historical statistics, an event
will be logged and new data samples will continue to be stored every quarter hour.

manage

reset all-statistics
[historical]
[prompt yes|no]

historical
Optional. Specifiesto reset historical statisticsinstead of live statistics. If this parameter is omitted, the
command will reset live statisticsinstead of historical statistics.

prompt yes|no

Optional. For scripting, this specifies an automatic reply to the confirmation prompt that will appear if the
historical parameter is specified:

e vyes: Allow the command to proceed.

¢ no: Cancel the command.

If the historical parameter is specified and the prompt parameter is omitted, you must manually reply to the

prompt. If the historical parameter is omitted, the prompt parameter has no effect. There is no confirmation
prompt for live statistics.

Reset all live statistics for both controllers.
# reset all-statistics
Reset all historical disk-performance statistics for both controllers.

# reset all-statistics historical
This command will reset all historical disk statistics.
Do you want to reset? (y/n) yes

e reset controller-statistics

e reset disk-error-statistics

e reset disk-group-statistics

e reset disk-statistics

e reset host-port-statistics

e reset pool-statistics

e reset vdisk-statistics

e reset volume-statistics

« show controller-statistics
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reset controller-statistics

Description Resets performance statistics for controllers.

This command resets all controller statistics except Power On Time. To reset this, restart or power cyclea
controller.

Min. role manage

Syntax reset controller-statistics
[a|b|both]

Parameters a|b|both
Optional. Specifies whether to reset statistics for controller A, B, or both. If this parameter is omitted,
statistics are reset for both controllers.

Example Reset statistics for both controllers.

# reset controller-statistics

Seealso ¢ resetdl-statistics
e reset disk-error-statistics
e reset disk-group-statistics
e reset disk-statistics
e reset host-port-statistics
e reset pool-statistics
e reset vdisk-statistics
e reset volume-statistics
« show controller-statistics
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reset disk-error-statistics

Description

Min. role

Syntax

Parameters

Example

Seedso

Resets error statistics for all or specified disks. Statistics that are reset include:

Number of SMART events recorded

Number of 1/0 timeouts accessing the disk

Number of times the disk did not respond

Number of attempts by the controllers to spin up the disk

Number of media errors (errors generated by the disk as specified by its manufacturer)

Number of non-media errors (errors generated by the controllers or by the disk and not categorized as
media errors)

Number of block reassignments
Number of bad blocks found

To reset other disk statistics, use the reset disk-statistics command.

manage

reset disk-error-statistics

[disks]

disks
Optional. The IDs of the disks for which to reset statistics. For disk syntax, see "Command syntax”
(page 23). If this parameter is omitted, statistics are reset for all disks.

Reset error statistics for disks 1.1 and 2.1.

# reset disk-error-statistics 1.1,2.1

reset all-statistics

reset controller-statistics
reset disk-group-statistics
reset disk-statistics

reset host-port-statistics
reset pool-statistics

reset vdisk-statistics

reset volume-statistics
show disk-statistics

show disks
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reset disk-group-statistics

Description Clears resettable performance statistics for linear disk groups only, and resets timestamps for those
statistics. This command behaves the same as the reset vdisk-stati stics command.

Min. role manage

Syntax reset disk-group-statistics
disk-groups

Parameters disk-groups
Optional. A comma-separated list of the names or serial numbers of the disk group for which to reset
statistics. A name that includes a space must be enclosed in double quotes. If this parameter is omitted,
statistics are reset for all disk groups.

Example Reset statisticsfor linear disk group dg1.
# reset disk-group-statistics dgl

Seealso ¢ reset dl-statistics
e reset controller-statistics
e reset disk-error-statistics
e reset disk-statistics
e reset host-port-statistics
e reset pool-statistics
e reset vdisk-statistics
e reset volume-statistics
« show disk-group-statistics
» show disk-groups
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reset disk-statistics

Description Resets performance statistics for disks.

This command resets basic disk statistics but not disk error statistics. To reset these, use the reset
disk-error-statistics command.

Min. role manage
Syntax reset disk-statistics

Example Reset statisticsfor al disks.

# reset disk-statistics

Seealso ¢ reset dl-statistics
e reset controller-statistics
e reset disk-error-statistics
* reset disk-group-statistics
e reset host-port-statistics
e reset pool-statistics
e reset vdisk-statistics
e reset volume-statistics
e show disk-statistics
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reset host-link

Description

Min. role

Syntax

Parameters

Example

Seedso

Resets specified controller host ports (channels).

For FC, you can reset asingle port. For an FC host port configured to use FC-AL (loop) topology, areset
issues aloop initialization primitive (L1P).

For iSCSI, you can reset aport pair (either the first and second ports or the third and fourth ports).

For SAS, you can reset aport pair (either the first and second ports or the third and fourth ports). Resetting
ahost port issuesa COMINIT/COMRESET sequence and might reset other ports.

manage

reset host-1link
ports ports

ports ports

A controller host port 1D, acomma-separated list of I1Ds, a hyphenated range of IDs, or a combination of
these. A port ID isacontroller ID and port number, and is not case sensitive. Do not mix controller IDsin a
range.

Reset the host link on port A1
# reset host-link ports Al

e show ports
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reset host-port-statistics

Description Resets performance statistics for controller host ports.
Min. role manage

Syntax reset host-port-statistics
[ports ports]

Parameters ports ports
Optional. The controller ID and port number of ports for which to reset statistics. For port syntax, see
"Command syntax" (page 23). If this parameter is omitted, statistics are reset for all controller host ports.

Example Reset statisticsfor all controller host ports.

# reset host-port-statistics

Seealso ¢ reset dl-statistics
e reset controller-statistics
e reset disk-error-statistics
e reset disk-group-statistics
e reset disk-statistics
e reset pool-statistics
e reset vdisk-statistics
e reset volume-statistics
« show host-port-statistics
» show ports
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reset pool-statistics

Description Clears resettable performance statistics for linear and virtual pools, and resets timestamps for those
statistics.

Min. role manage

Syntax reset pool-statistics
[pooll

Parameters pool
Optional. The name or serial number of the pool for which to reset statistics. A name that includes a space
must be enclosed in double quotes. If this parameter is omitted, statistics are reset for al pools.

Example Reset statistics for pool A.
# reset pool-statistics A

Seealso ¢ reset dl-statistics
e reset controller-statistics
e reset disk-error-statistics
e reset disk-group-statistics
e reset disk-statistics
e reset host-port-statistics
e reset pool-statistics
e reset vdisk-statistics
e reset volume-statistics
» show pool-statistics
« show pools
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reset smis-configuration

Description

Min. role

Syntax

Parameters

Output
Example

See also

Resets the SMI-S configuration files. For use by or with direction from a service technician.

This command will reset the configuration of the SMI-S service to default settings. After running this
command, any hosts registered via SMI-S will need to be registered again.

Messages are displayed when the SMI-S configuration isreset and SMI-Sis restarted.
manage

reset smis-configuration
[a|b|both]
[prompt yes|no]
[noprompt]
a|b|both
Optional. The controller module containing the controller to restart. If this parameter is omitted, the
command affects the controller being accessed.

prompt yes|no

Optional. For scripting, this specifies an automatic reply to confirmation prompts:
e vyes: Allow the command to proceed.

e no: Cancel the command.

If this parameter is omitted, you must reply to the prompt.

noprompt

Optional in console format; required for XML API format. Suppresses the confirmation prompt, which
reguires ayes or no response. Specifying this parameter allows the command to proceed without user
interaction.

Messages are displayed when the SMI-S configuration is reset and SMI-Sis restarted.
Reset the SMI-S configuration on controller A, to which you are logged in.

# reset smis-configuration a

WARNING: The configuration of the SMIS service will be reset to default
settings. Any hosts registered via SMIS will need to be registered again. Are
you sure? (y/n) yes

From controller A, reset the SMI-S configuration on controller B.

# reset smis-configuration b

WARNING: The configuration of the SMIS service will be reset to default
settings. Any hosts registered via SMIS will need to be registered again. Are
you sure? (y/n) yes

Reset the SMI-S configuration on both Storage Controllers.

# reset smis-configuration both

WARNING: The configuration of the SMIS service will be reset to default
settings. Any hosts registered via SMIS will need to be registered again. Are
you sure? (y/n) yes

* restore defaults

reset smis-configuration
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reset snapshot

Description

A

Min. role

Syntax

Parameters

Example

See also

Replaces the data in a standard snapshot with the current data from its parent volume. The snapshot’s
volume characteristics are not changed.

Any snapshot in a snapshot tree can be reset, but the data source can only be the snapshot's immediate
parent. For example, in the following snapshot tree:

Voll
|- VollSnap
| - VollSnapSnap
you can reset Vol1lSnap to Voll, or reset VollSnapSnap t0 Vol 1lSnap.

If the snapshot is mounted/presented/mapped to initiators for 1/0, the command will prompt you to
unmount/unpresent/unmap the snapshot before performing the reset. Leaving it mounted/presented
/mapped can cause data corruption.

This command is not alowed for areplication snapshot.

CAUTION: All datarepresented by the snapshot asit exists prior to issuing this command will be lost.

manage

reset snapshot
[prompt yes|no]
snapshot

prompt yes|no
Optional. For scripting, this specifies an automatic reply to confirmation prompts:

e vyes: Allow the command to proceed.
¢ no: Cancel the command.

If this parameter is omitted, you must manually reply to the prompt.

snapshot
The name or serial number of the snapshot to reset. A name that includes a space must be enclosed in
double quotes.

Reset snapshot Vol1Snap.

# reset snapshot VollSnap
You MUST unmount the snapshot from all hosts before resetting it.
Are you ready to continue? (y/n) yes

e show snapshots
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reset vdisk-statistics

Description
Min. role

Syntax

Parameters

Example

See also

Resets performance statistics for all or specified vdisks. This command applies to linear storage only.

manage

reset vdisk-statistics

[vdisks]

vdisks
Optional. A comma-separated list of the names or serial numbers of the vdisks for which to reset statistics.
A name that includes a space must be enclosed in double quotes. If this parameter is omitted, statistics are
reset for al vdisks.

Reset statistics for vdisks VD1 and MyVvdi sk.

# reset vdisk-statistics VD1,MyVdisk

reset all-statistics

reset controller-statistics
reset disk-error-statistics
reset disk-group-statistics
reset disk-statistics

reset host-port-statistics
reset pool-statistics

reset volume-statistics
show vdisk-statistics
show vdisks
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reset volume-statistics

Description Resets performance statistics for all or specified volumes.
Min. role manage

Syntax reset volume-statistics
[volumes]

Parameters volumes
Optional. A comma-separated list of the names or serial numbers of the volumes for which to reset
statistics. A name that includes a space must be enclosed in double quotes. If this parameter is omitted,
statistics are reset for al volumes.

Example Reset statisticsfor volumevdl v0001.

# reset volume-statistics vdl v0001

Seealso ¢ reset dl-statistics
e reset controller-statistics
e reset disk-error-statistics
e reset disk-group-statistics
e reset disk-statistics
e reset host-port-statistics
e reset pool-statistics
e reset vdisk-statistics
e show volume-statistics
e show volumes
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restart

Description

Min. role

Syntax

Parameters

Example

Restarts the Storage Controller or Management Controller in a controller module.

If you restart a Storage Controller, it attempts to shut down with a proper failover sequence, which includes
stopping all 1/0 operations and flushing the write cache to disk, and then the Storage Controller restarts.
Restarting a Storage Controller restarts the corresponding Management Controller.

If you restart a Management Controller, communication with it islost until it successfully restarts. If the
restart fails, the partner Management Controller remains active with full ownership of operations and
configuration information.

CAUTION: If you restart both Storage Controllers, both Management Controllerswill also be restarted so
all hosts and users will lose access to the system and its data until the restart is compl ete.

NOTE: When a Storage Controller is restarted, live performance statistics that it recorded will be reset.
Historical performance statistics are not affected. In adual-controller system, disk statistics may be reduced
but will not be reset to zero, because disk statistics are summed between the two controllers. For more
information, see help for commands that show statistics.

manage

restart
[a|b|both]
[noprompt]
sc|me

a|b|both
Optional. The controller module containing the controller to restart. If this parameter is omitted, the
command affects the controller being accessed.

noprompt

Optional in console format; required for XML API format. Suppresses the confirmation prompt, which
requires ayes or no response. Specifying this parameter allows the command to proceed without user
interaction.

sc|mc
The controller to restart:

e sc: Storage Controller
* mc: Management Controller
Restart the Management Controller in controller A, to which you are logged in.

# restart mc a

During the restart process you will briefly lose communication with the
specified Management Controller (s).

Do you want to continue? (y/n) yes

From controller A, restart the Storage Controller in controller B.
# restart sc b

Restart both Storage Controllers.

# restart sc both

While the specified Storage Controllers restart, communication will temporarily
be lost with the corresponding Management Controllers.

Restarting both controllers can cause a temporary loss of data availability.
Do you want to continue? (y/n) yes
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Seealso ¢ shutdown
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restore defaults

Description Restores the default configuration to the controllers. For use by or with direction from a service technician.

For details about which settings are restored see " Settings changed by restore defaults' (page 564). If the
system contains only one controller module when the command is issued, the system’s redundancy mode
will besetto Single Controller mode.

/\ CAUTION: Thiscommand changes how the system operates and might require some reconfiguration to
restore host access to volumes.

Min. role manage

Syntax restore defaults
[noprompt]
[prompt yes|no]

Parameters noprompt
Optional in console format; required for XML API format. Suppresses the confirmation prompt, which
reguires ayes or no response. Specifying this parameter allows the command to proceed without user
interaction.

prompt yes|no
Optional. For scripting, this specifies an automatic reply to confirmation prompts:

¢ yes: Allow the command to proceed.
¢ no: Cancel the command.

If this parameter is omitted, you must manually reply to the prompt.
Example Restore the controllers’ default configuration.

# restore defaults

WARNING: The configuration of the array controller will be reset to default
settings. The Management Controller will restart once this is completed. Do you
want to continue? (y/n) yes

Seedso ¢ reset smis-configuration
* restart
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resume replication

Description

Min. role

Syntax

Parameters

Example

See also

Resumes a suspended replication operation for the specified secondary volume. This command appliesto
linear storage only.

This command must be issued on the system that owns the secondary volume.
manage

resume replication
[set replication-set]
replication-volume

set replication-set
Optional. The name or serial number of the replication set. A name that includes a space must be enclosed
in double quotes.

replication-volume
The name or serial number of the secondary volume. A name that includes a space must be enclosed in
double quotes. If the name is not unique across replication sets, specify the set parameter.

Resume replication of primary volume V1 to secondary volume rvi.

# resume replication rVi

abort replication
show replication-sets
show replication-volumes

rollback master-volume (Deprecated)

Use rollback volume.
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rollback volume

Description

Min. role

Syntax

Parameters

Replacesthe datain a parent volume with the data from one of its snapshots. Thisreverts the volume datato
its state at an earlier point in time. The volume's characteristics are not changed.

Any parent volume in asnapshot tree can be rolled back, but the data source must be adirect child snapshot.
For example, in the following snapshot tree:

Volil
|- VollSnap
| - VollSnapSnap
you can roll back vol1 from Vol1Snap, or roll back Vvol1Snap from vol1SnapSnap.

If the parent volume is mounted/presented/mapped to initiators for 1/O, the command will prompt you to
unmount/unpresent/unmap the volume before performing the rollback. Leaving it mounted/
presented/mapped can cause data corruption.

CAUTION: All datathat differs between the parent volume and the snapshot will be lost. Create a
snapshot of the parent volume as it currently exists before performing arollback.

NOTE: For virtual storage, you cannot exclude modified write data in a snapshot from being used in a
rollback. If you will want to do that, plan ahead and take a snapshot of the original snapshot before writing
to it. Make the child snapshot read-only and use it for the rollback.

manage

rollback volume
[modifiedsnapshot yes|no]
[prompt yes|no]
snapshot snapshot
volume

modifiedsnapshot yes|no
Optional. Linear storage only. Specifies whether to include or exclude modified write data from the
snapshot in the rollback.

* yes: Include modified snapshot.
¢ no: Exclude modified snapshot data.

If this parameter is omitted, modified snapshot datais excluded.

prompt yes|no
Optional. For scripting, this specifies an automatic reply to confirmation prompts:

» yes: Allow the command to proceed.
* no: Cancel the command.

If this parameter is omitted, you must reply to the prompt.

snapshot snapshot
The name or serial number of the snapshot containing the data to roll back to. A name that includes a space
must be enclosed in double quotes.

volume
The name or serial number of the volume to roll back. A name that includes a space must be enclosed in
double quotes.
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Example Roll back volume vol1 from snapshot VollSnap.

# rollback volume snapshot VollSnap Voll

You MUST unmount the volume and the snapshot from all hosts before starting a
rollback operation.

Are you ready to continue? (y/n) yes

Seealso ¢ show snapshots
» show volumes
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scrub disk-groups

Description

Min. role

Syntax

Parameters

Example

See also

Analyzes specified disk groups to find and fix disk errors.

This command acts on disksin adisk group but not dedicated spares or leftover disks. This command will
fix parity mismatchesfor RAID 3, 5, 6, and 50; mirror mismatchesfor RAID 1 and 10; and mediaerrorsfor
al RAID levels.

Disk-group scrub can last over an hour, depending on disk-group size, utility priority, and amount of 1/O
activity. However, a“foreground” scrub performed with this command istypically faster than a background
scrub enabled with the set advanced-settings command. You can use adisk group whileit isbeing scrubbed.
To check the progress of a disk-group scrub (DRSC) job, use the show disk-groups command.

When a disk-group scrub job starts, event 206 islogged. When a scrub job ends, event 207 is logged and
specifies whether errors were found and whether user action is required.

manage

scrub disk-groups
disk-groups

disk-groups
A comma-separated list of the names or serial numbers of the disk groupsto scrub. A name that includes a
space must be enclosed in double quotes.

Start scrubbing disk group dg1.

# scrub disk-groups dgl

abort scrub (with the disk-group parameter)
set advanced-settings
show disk-groups
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scrub vdisk

Description

Min. role

Syntax

Parameters

Example

See also

Analyzes specified vdisks to find and fix disk errors.

This command acts on disksin avdisk but not dedicated spares or leftover disks. This command will fix
parity mismatchesfor RAID 3, 5, 6, and 50; mirror mismatches for RAID 1 and 10; and media errorsfor all
RAID levels.

Vdisk scrub can last over an hour, depending on vdisk size, utility priority, and amount of 1/O activity.
However, a“foreground” scrub performed with this command is typically faster than a background scrub
enabled with the set advanced-settings command. You can use a vdisk while it is being scrubbed. To check
the progress of a vdisk scrub (VRSC) job, use the show vdisks command.

When avdisk scrub operation starts, event 206 is logged. When a vdisk scrub operation ends, event 207 is
logged and specifies whether errors were found and whether user action is required.

manage

scrub vdisk
vdisks

vdisks
A commarseparated list of the names or serial numbers of the vdisks to scrub. A name that includes a space
must be enclosed in double quotes.

Start scrubbing vdisk vdi.

# scrub vdisk vdl

abort scrub (with the vdisk parameter)
set advanced-settings
show vdisks
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scrub volume

Description

Min. role

Syntax

Parameters

Example

See also

Analyzes specified volumes to find and fix disk errors. This command applies to linear storage only.

This command acts on the disk portions spanned by each volume, but it does not act on dedicated spares or
leftover disks. This command will fix parity mismatchesfor RAID 3, 5, 6, and 50; mirror mismatches for
RAID 1 and 10; and mediaerrorsfor all RAID levels.

Volume scrub can last over an hour, depending on volume size, utility priority, and amount of 1/O activity.
You can use avolume whileit is being scrubbed. To check the progress of avolume scrub job, use the show
volumes command.

NOTE: Only one scrub operation can be running on avdisk at atime. If amanual scrub is started while a
background scrub isin progress, the background scrub will terminate and will start over 24 hours after the
manual scrub completes.

When a scrub is complete, event 207 is logged and specifies whether errors were found and whether user
action isrequired.

manage

scrub volume
volumes

volumes
The names or serial numbers of the volumesto scrub. A name that includes a space must be enclosed in
double quotes.

Start scrubbing volume volil.

# scrub volume voll

abort scrub (with the volume parameter)
set advanced-settings
show volumes
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set advanced-settings

Description Sets advanced system configuration parameters.
Min. role manage

Syntax set advanced-settings
[auto-stall-recovery enabled|disabled|on|off]
[auto-write-back enabled|disabled|on|off]
[background-disk-scrub enabled|disabled|on|off]
[background-scrub enabled|disabled|on|off]
[background-scrub-interval intervall
[compact-flash-failure enabled|disabled|on|off]
[controller-failure enabled|disabled|on|off]
[dynamic-spares enabled|disabled|on|off]
[emp-poll-rate ratel
[fan-failure enabled|disabled|on|off]
[host-cache-control enabled|disabled|on|off]
[independent-cache enabled|disabled|on|off]
[managed-logs enabled|disabled|on|off]
[missing-lun-response notready|illegall
[partner-firmware-upgrade enabled|disabled|on|off]
[partner-notify enabled|disabled|on|off]
[power-supply-failure enabled|disabled|on|off]
[single-controller]
[smart enabled|disabled|on|off|detect-only]
[spin-down enabled|disabled|on|off]
[spin-down-delay delayl]
[super-cap-failure enabled|disabled|on|off]
[sync-cache-mode immediate|£flush]
[temperature-exceeded enabled|disabled|on|off]
[utility-priority low|medium|high]

Parameters auto-stall-recovery enabled|disabled|on|off
Optional. Detects situations where a controller stall is preventing 1/O operations from compl eting, and
recovers the system so that at least one controller is operational, thus avoiding data-unavailability
situations. This feature focuses on Active-Active |/O stalls and failover/recovery stalls. When astall is
detected, event 531 islogged.

e disabled or off: Auto-stall recovery isdisabled. The system will constantly perform auto-stall
detection in the background but will not automatically perform recovery actions. Thisisthe default.

¢ enabled or on: Auto-stall recovery is enabled. The system will constantly perform auto-stall
detection in the background and automatically perform recovery actions.

auto-write-back enabled|disabled|on|off
Optional. Sets whether the cache mode will change from write-through to write-back when the trigger
condition is cleared.

e disabled or off: Auto-write-back is disabled.

e enabled or on: Auto-write-back is enabled. Thisisthe default.

background-disk-scrub enabled|disabled|on|off

Optional. Sets whether disks that are not in vdisks are automatically checked for disk defectsto ensure
system health. The interval between background disk scrub finishing and starting again is 72 hours. The
first time you enabl e this parameter, background disk scrub will start with minimal delay. If you disable and
then re-enabl e this parameter, background disk scrub will start 72 hours after the last background disk scrub
completed.

e disabled or off: Background disk scrub is disabled. Thisisthe default.

e enabled or on: Background disk scrub is enabled.
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background-scrub enabled|disabled|on|off

Optional. Sets whether disksin vdisks are automatically checked for disk defects to ensure system health.
Theinterval between background vdisk scrub finishing and starting again is specified by the
background-scrub-interval parameter.

e disabled or off: Background vdisk scrub isdisabled. Thisis the default.
* enabled or on: Background vdisk scrub is enabled.
background-scrub-interval interval

Optional. Setstheinterval in hours between background vdisk scrub finishing and starting again, from 0 to
360 hours. The default is 24 hours.

compact-flash-failure enabled|disabled|on|off

Optional. Sets whether the cache policy will change from write-back to write-through when CompactFash
memory is not detected during POST (Power-On Self-Test), fails during POST, or fails during controller
operation.

e disabled or off: The CompactFlash failuretrigger is disabled.

* enabled or on: The CompactFlash failure trigger is enabled. Thisis the default.
controller-failure enabled|disabled|on|off

Optional. Sets whether the cache policy will change from write-back to write-through when a controller
fails.

e disabledor off: Thecontroller failuretrigger is disabled. Thisisthe default.

e enabled or on: The controller failure trigger is enabled.

dynamic-spares enabled|disabled|on|off

Optional. Sets whether the storage system will automatically designate an available compatible disk asa
spareto replace afailed disk in avdisk. A compatible disk has enough capacity to replace the failed disk
and is the same type.

e disabled or off: Thedynamic sparesfeatureis disabled. Thisisthe default.

e enabled or on: The dynamic spares feature is enabled.

emp-poll-rate rate

Optional. Setsthe interval at which the storage system will poll each enclosure's Enclosure Management
Processor (EMP) for status changes, from 5 to 3600 seconds. The default is 5 seconds.

fan-failure enabled|disabled|on|off
Optional. Sets whether the cache policy will change from write-back to write-through when afan fails.

e disabledor off: Thefan faluretrigger is disabled. Thisisthe default.

e enabled or on: Thefan failure trigger is enabled.

host-cache-control enabled|disabled|on|off

Optional. Setswhether hosts are allowed to use the SCS| MODE SELECT command to change the storage
system's write-back cache setting.

e disabled or off: Host control of caching isdisabled. Thisisthe default.

e enabled or on: Host control of caching is enabled.

independent-cache enabled|disabled|on|off

Optional. Sets the cache redundancy mode for a dual-controller storage system. For the change to take
effect, you must restart both Storage Controllers.

e disabled or of £: Controller failover is enabled and datain a controller’s write-back cacheis
mirrored to the partner controller. Thisis the default.

e enabled or on: The controllers use Independent Cache Performance Mode, in which controller
failover isdisabled and datain a controller’s write-back cache is not mirrored to the partner controller.
Thisimproves write performance at the risk of losing unwritten data if a controller failure occurs while
thereisdatain controller cache. You cannot enable this parameter if the single-controller
parameter is enabled.
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managed-logs enabled|disabled|on|off
Optional. Enables or disables the managed logs feature, which allows log files to be transferred from the
storage system to alog collection system to avoid losing diagnostic data.

e disabled or off: The managed logs featureis disabled. Thisisthe default.
* enabled or on: The managed logs feature is enabled.

missing-lun-response notready|illegal
Optional. Sets whether host drivers may probe for LUNs until the host driversreach the LUN to which they
have access.

e notready: Sendsareply that thereisaLUN where a gap has been created but that it's “ not ready.”
Sense datareturned is sensekey = 2, code = 4, qualifier = 3. This option is the defaullt.

e 1illegal: Sendsareply that thereisaLUN but that the request is “illegal.” Sense datareturned is
sensekey = 5, code = 25h, qualifier = 0. If the system is used in aVVMware environment, use this option.

partner-firmware-upgrade enabled|disabled|on|off
Optional. Sets whether component firmware versions are monitored and will be automatically updated on
the partner controller.

e disabled or off: Partner firmware upgradeis disabled.
e enabled or on: Partner firmware upgrade is enabled. Thisisthe default.

partner-notify enabled|disabled|on|off

Optional. Sets whether to notify the partner controller that atrigger condition occurred. Enable this option
to have the partner also change to write-through mode for better data protection. Disable this option to
alow the partner continue using its current caching mode for better performance. The default is
disabled.

e disabledor off: Notification isdisabled. Thisisthe default.

e enabled or on: Notification is enabled.

power-supply-failure enabled|disabled|on|off

Optional. Sets whether the cache policy automatically changes to write-through when a power supply fails.

e disabled or off: The power-supply failuretrigger is disabled. Thisisthe default.
e enabled or on: The power-supply failure trigger is enabled.

single-controller

Optional; for use by a service technician only. For a2U12 or 2U24 system that had two controller modules
but now has only one and is intended to be used as a single-controller system, this parameter changes the
operating/redundancy modeto Single Controller. This preventsthe system from reporting the absent partner
controller as an error condition. This parameter does not affect any other system settings. Installing a
second, functional controller module will change the mode to Active-Active ULP. You cannot enable this
parameter if the independent -cache parameter is enabled.

smart enabled|disabled|on|off|detect-only

Optional. Enables or disables SMART (Self-Monitoring Analysis and Reporting Technology) monitoring
for al disksin the storage system.

e disabledor off: Disables SMART for al disksin the system and for all disks added to the system.

¢ enabled or on: Enables SMART for al disksin the system and for al disks added to the system. This
is the default.

e detect-only: Detectsbut does not change the SMART setting of each disk in the system, and for
each new disk added to the system.
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spin-down enabled|disabled|on|off
Optional. Sets whether available disks and global spares will spin down after a period of inactivity shown
by the spin-down-delay parameter.

e disabledor off: Drive spin down for available disks and global sparesisdisabled. Thisisthe
default. Disabling spin down will set the spin-down delay to 0.

* enabled or on: Drive spin down for available disks and global sparesisenabled. If the
spin-down-delay parameter isnot specified, the delay will be set to 15 minutes.

NOTE: Drive spin down isnot applicableto disksin virtual pools.

spin-down-delay delay

Optional. Setsthe period of inactivity after which available disks and global spares will spin down. Setting
the delay to 1-360 minutes will enable spin down. Setting the delay to 0 will disable spin down. The default
is 15 minutes.

NOTE: Drive spindown isnot applicable to disksin virtual pools.

super-cap-failure enabled|disabled|on|off

Optional. Sets whether the cache policy will change from write-back to write-through when the
supercapacitor that provides backup power for cache is not fully charged or fails.

e disabled or off: The supercapacitor failure trigger is disabled.

e enabled or on: The supercapacitor failure trigger is enabled. Thisis the default.

sync-cache-mode immediate|flush
Optional. Setshow the SCSTI SYNCHRONIZE CACHE command ishandled.

* immediate: Good statusis returned immediately and cache content is unchanged. This option is the
default.

e flush: Good statusisreturned only after all write-back data for the specified volumeis flushed to
disk.

temperature-exceeded enabled|disabled|on|off

Optional. Sets whether the system will shut down a controller when its temperature exceeds the critical
operating range.

e disabled or of£: The over-temperature trigger is disabled. Thisisthe default.

* enabled or on: The over-temperature trigger is enabled.

utility-priority low|medium|high

Optional. Setsthe priority at which data-redundancy utilities, such as vdisk verify and reconstruct, run with

respect to 1/O operations competing for the system'’s processors. (This does not affect vdisk background
scrub, which always runs at “ background” priority.)

e high: Utilitieshave higher priority than host 1/0. Use when your highest priority isto return the system
to afully fault-tolerant state. This can cause heavy 1/O to be slower than normal. Thisis the default.

* medium: Utility performance is balanced with host I/O performance.

e low: Utilitiesrun at a slower rate with minimal effect on host 1/0. Use when streaming data without
interruption, such as for aweb server, is more important than data redundancy.

Example Enable partner firmware upgrade.

# set advanced-settings partner-firmware-upgrade enabled

Enable managed logs.

# set advanced-settings managed-logs enabled
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Enable auto-stall recovery.

# set advanced-settings auto-stall-recovery enabled

Seeadso ¢ add spares
e remove spares
» scrub disk-groups
e scrub vdisk
« show advanced-settings

set auto-write-through-trigger (Deprecated)

Use set advanced-settings.

set awt (Deprecated)

Use set advanced-settings.
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set cache-parameters

Description

Min. role

Syntax

Parameters

Sets a volume's cache options. Settings you can change include:

NOTE: Only change the read-ahead cache settingsif you fully understand how the host operating system,
application, and adapter move data so that you can adjust the settings accordingly. Be prepared to monitor
system performance and adjust read-ahead size until you find the optimal size for your application.

manage

set cache-parameters
[optimization standard|no-mirror]
[read-ahead-size disabled|adaptive|stripe|512KB|1MB|2MB|4MB |8MB|16MB |32MB]
[write-policy write-back|write-through|wb|wt]
volume

optimization standard|no-mirror
Optional. Sets the cache optimization mode:

e standard: Optimizes cache for both sequential and random reads. Thisis the default.

* no-mirror: When thismodeis enabled, each controller stops mirroring its cache metadata to the
partner controller. Thisimproves write I/O response time but at the risk of losing data during afailover.
UL P behavior is not affected, with the exception that during failover any write datain cache will belost.

read-ahead-size disabled|adaptive|stripe|512KB|1MB|2MB|4MB|8MB|16MB

| 32MB

Optional. Controls the use and size of read-ahead cache. You can optimize avolume for sequential reads or
streaming data by changing the amount of data read in advance. Read ahead is triggered by sequential
accesses to consecutive logical block address (LBA) ranges. Read ahead can be forward (increasing LBAS)
or reverse (decreasing LBAS). Increasing the read-ahead size can greatly improve performance for multiple
sequential read streams. However, increasing read-ahead size will likely decrease random read
performance.

e disabled: Disablesread ahead.

* adaptive: Enables adaptive read-ahead, which allows the controller to dynamically calculate the
optimum read-ahead size for the current workload. Thisisthe default.

e stripe: Setsthe read-ahead size to one stripe. The controllerstreat non-RAID and RAID-1 vdisks
internally asif they have a stripe size of 512 KB, even though they are not striped.

e 512KB, 1MB, 2MB, 4MB, 8MB, 16MB, or 32MB: Sets a specific read-ahead size.

write-policy write-back|write-through|wb|wt

Optional. Setsthe cache write policy, which determines when cached dataiswritten to the disks. The ability
to hold datain cache while it is being written to disk can increase storage device speed during sequential
reads.

* write-back or wb: Write-back caching does not wait for data to be completely written to disk before
signaling the host that the writeis complete. Thisisthe preferred setting for afault-tolerant environment
because it improves the performance of write operations and throughput. Thisis the default.

* write-through or wt: Write-through caching significantly impacts performance by waiting for data
to be completely written to disk before signaling the host that the writeis complete. Use this setting only
when operating in an environment with low or no fault tolerance.

You can configure the write policy to automatically change from write-back to write-through when certain
environmental events occur, such as afan failure. For details, see help for the set advanced-settings
command.

volume
The name or serial number of the volume to change. A name that includes a space must be enclosed in
double quotes.
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Example Set the cache policy, optimization mode, and read-ahead size for volume v1.

# set cache-parameters write-policy wb optimization standard read-ahead-size
stripe V1

Seealso ¢ show cache-parameters
* show volumes
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set chap-record

Description

Min. role

Syntax

Parameters

Example

Seedso

For iSCSI, changes an originator’'s CHAP record. You can change the record’s secret, mutual name, and
mutual secret values. This command is permitted whether or not CHAP is enabled.

manage

set chap-record
name originator-name
[secret originator-secret]
[mutual-name recipient-name mutual-secret recipient-secret]

name originator-name
The originator name, typically in IQN format.

secret originator-secret
The secret that the recipient uses to authenticate the originator. The secret is case sensitive and can include
12-16 bytes.

mutual-name recipient-name

Optional; for mutual CHAP only. The recipient name, typically in IQN format. The name is case sensitive
and can have a maximum of 223 bytes, including 0-9, lowercase a—z, hyphen, colon, and period. To
determine a storage system’s IQN, use the show ports command to view an iSCSI port Target ID value. This
parameter and mutual - secret must be set together.

mutual-secret recipient-secret

Optional; for mutual CHAP only. The secret that the originator uses to authenticate the recipient. The secret
is case sensitive, can include 12—16 bytes, and must differ from the originator secret. A storage system’s
secret is shared by both controllers. This parameter and mutual -name must be set together.

For mutual CHAP, add a recipient name and secret to a CHAP record.

# set chap-record name ign.1991-05.com.microsoft:myhost.domain mutual-name
ign.1995-03.com.acme:01.storage.00c0f£d6000a mutual-secret
ABCdef123456(2012-01-21 11:54:33)

e create chap-record

e delete chap-records

» show chap-records

e show iscsi-parameters
e show ports
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set cli-parameters

Description

Min. role

Syntax

Parameters

Setsoptionsthat control CLI behavior. If you are accessing the CL 1 through the network port, settings apply
to the current CLI session only. If you are accessing the CL 1 through the enclosure’s CLI port, settings
persist across sessions.

The base, locale, precision, temperature scale, timeout, and units settings are read from the user’s account,
and can be overridden by using this command.

manage

set cli-parameters
[base 2|10]
[console|api|api-embed|ipa|json]
[brief enabled|disabled|on|off]

[locale English|en|Spanish|es|French|fr|German|de|Italian|it|Japanese]ja
| Korean |ko|Dutch|nl|Chinese-simplified|zh-s|Chinese-traditional |zh-t]

[management-mode v2|v3]

[pager enabled|disabled|on|off]

[precision #]

[storage-size-base 2]|10]
[storage-size-precision #]
[storage-size-units auto|MB|GB|TB]
[temperature-scale celsius|c|fahrenheit|f]
[timeout #]

[units auto|MB|GB|TB]

base 2|10
Optional. Setsthe base for entry and display of storage-space sizes:

e 2: Sizesare shown as powers of 2, using 1024 as a divisor for each magnitude. In base 2 when you set a
size, whether you specify abase-2 or base-10 size unit, the resulting size will be in base 2.

e 10: Sizesare shown as powers of 10, using 1000 as adivisor for each magnitude. Thisisthe default. In
base 10 when you set a size, the resulting size will be in the specified size unit. This option isthe
default.

Operating systems usually show volume size in base 2. Disk drives usually show size in base 10. Memory
(RAM and ROM) size is aways shown in base 2.

console|api|api-embed|ipa|json
Optional. Sets the output format:

e console: Supportsinteractive use of the CLI by displaying command output in easily readable
format. Thisformat automatically sizes fields according to content and adjusts content to window
resizes. Thisisthe default.

e api: Supports scripting by displaying command output in XML. All objects are displayed at the same
level, related by COMP elements.

e api-embed: Alternate form of XML output which displays “child” objects embedded (indented)
under “parent” objects.

e ipa: Alternate form of XML output.
e json: Alternate data-interchange format.

brief enabled|disabled|on|off
Optional.

e enabled or on: In XML output, this setting shows a subset of attributes of object properties. The
name and type attributes are always shown.

e disabledoroff:In XML output, this setting shows all attributes of object properties. Thisisthe
default.
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locale English|en|Spanish|es|French|fr|German|de|Italian|it|Japanese]
ja|Korean|ko|Dutch|nl|Chinese-simplified|zh-s|Chinese-traditional|zh-t
Optional. The display language. The default is English.

management-mode v2|v3

Optional. For the current CLI session only, this sets the terminology to use in command output and system
messages. This setting does not affect access to commands.

« v2: Usesterminology that is oriented to managing linear storage. For example, vdisk for disk groups
and pools.

e v3: Usesterminology that is oriented to managing virtual and linear storage. For example, disk group
for disk groups and pool for pools.

pager enabled|on|disabled|off
Optional.

e enabled or on: Halts output after each full screen to wait for keyboard input. Thisis the defaullt.

e disabled or off: Output isnot halted. When displaying output in XML API format, which is
intended for scripting, disable paging.

precision #
Optional. Sets the number of decimal places (1-10) for display of storage-space sizes. The default is 1.

storage-size-base 2|10
Optional. Aliasfor base.

storage-size-precision #
Optional. Aliasfor precision.

storage-size-units auto|MB|GB|TB
Optional. Aliasfor units.

temperature-scale celsius|c|fahrenheit|f
Optional. Setsthe scale for display of temperature values:

e fahrenheit or £: Temperatures are shown in degrees Fahrenheit.
e celsius or c: Temperatures are shown in degrees Celsius. Thisis the default.

timeout #
Optional. Sets the timeout value in seconds for the login session. Valid values are 12043200 seconds
(2720 minutes). The default is 1800 seconds (30 minutes).

units auto|MB|GB|TB
Optional. Setsthe unit for display of storage-space sizes:

e auto: Sizesare shown in units determined by the system. Thisis the default.
e MB: Sizesare shown in megabytes.

e GB: Sizesare shown in gigabytes.

e TB: Sizesare shown in terabytes.

Based onthe precision setting, if asize istoo small to meaningfully display in the selected unit, the
system uses asmaller unit for that size. For example, if unitsissetto TB, precisionissetto 1, and
base issetto 10, the size 0.11709 TB isinstead shown as 117.1 GB.

Example Set CLI parameters.

# set cli-parameters timeout 600 console pager off precision 2 units GB
temperature-scale f

For scripting, display XML output in api -embed format and disable paging.

# set cli-parameters api-embed pager off

For scripting, display brief XML output in api -embed format and disable paging.

# set cli-parameters api-embed pager off brief on
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Set the CLI to show output in console format.

# set cli-parameters console

Set the CLI to use the v3 management mode.
# set cli-parameters management-mode v3

Seealso ¢ show cli-parameters
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set controller-date

Description

Min. role

Syntax

Parameters

Sets the date and time parameters for the system. You can set the date and time manually or configure the
system to communicate with a Network Time Protocol (NTP) server. Alternatively, you can configure NTP
by using the set ntp-parameters command.

NOTE: If you specify valid NTP parameters and manual date/time parameters in the same command, the
NTP parameters will take precedence. If the NTP server cannot be contacted, the date and time will not be
changed and no error message will be displayed.If you specify the t imestamp parameter and other
manual date/time parametersin the same command, the t imestamp parameter will take precedence.

manage

To set the date and time manually:

set controller-date
jan|feb|mar|apr|may|jun|jul |aug|sep|oct|nov|dec
day
hh:mm: ss
year

To set the date and time manually by specifying a timestamp:

set controller-date
timestamp timestamp
timezone +|-hh[:mm]

To configure use of NTP:

set controller-date
ntp enabled|disabled|on|off
ntpaddress IP-address
timezone +|-hh[:mm]

jan|feb|mar|apr|may|jun|jul |aug|sep|oct |nov|dec
The month.

day
The day number (1-31).

hh:mm: ss
The hour (0-23), the minutes (0-59), and the seconds (0-59).

year
The year as afour-digit number.

ntp enabled|disabled|on|off
Enables or disables use of NTP. When NTP is enabled and the specified NTP server is available, each
controller’stime is synchronized with the server.

ntpaddress IP-address
The network address of an available NTP server.

timezone +|-hh[:mm]

The system’s time zone as an offset in hours (-12 through +14) and optionally minutes (00-59) from
Coordinated Universal Time (UTC). To specify a positive offset, the '+' is optional. To specify a negative
offset, the -' isrequired. The hour value can have one or two digits and can omit aleading zero. If the
minutes value is specified it must have two digits. If it is omitted, the minutes valueis set to 00.

timestamp timestamp

The date and time represented as the number of seconds (hot counting leap seconds) that have elapsed since
1970-01-01 00:00:00 UTC. The resulting time will bein UTC, unless you also specify the t imezone
parameter.
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Example Manually set the system time and date to 1:45 PM on September 22, 2011.
# set controller-date sep 22 13:45:0 2011

Manually set the system date and time to 4:30:50 PM on November 2, 2011 by specifying atimestamp and
an offset for the Central Time zone.

# set controller-date timestamp 1320273050 timezone -6

Set the system to use NTP with an offset for the Mountain Time zone.

# set controller-date ntp enabled ntpaddress 69.10.36.3 timezone -7
Set the system to use NTP with an offset for the Bangalore, India, time zone.

# set controller-date ntp enabled ntpaddress 69.10.36.3 timezone +5:30

Seealso ¢ set ntp-parameters
« show controller-date
e show ntp-status
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set debug-log-parameters

Description Setsthe types of debug messages to include in the Storage Controller debug log. For use by or with
direction from technical support.

Min. role manage

Syntax set debug-log-parameters
message-type+|- [...]

Parameters message-type+ | -
One of the following message types, followed by a plus (+) to enable or aminus (-) to disable inclusion in
the log:
e awt: Auto-write-through cache triggers debug messages. Disabled by default.
e bkcfg: Interna configuration debug messages. Enabled by default.
e cache: Cache debug messages. Enabled by default.
e capi: Interna Configuration APl debug messages. Enabled by default.
e capi2: Interna Configuration API tracing debug messages. Disabled by default.
¢ disk: Disk interface debug messages. Enabled by default.
e dms: Snapshot feature debug messages. Enabled by default.
* emp: Enclosure Management Processor debug messages. Enabled by default.
e fo: Failover and recovery debug messages. Enabled by default.
e fruid: FRU ID debug messages. Enabled by default.
e  hb: Not used.
* host: Host interface debug messages. Enabled by default.
e init:Not used.
¢ ioa: l/Ointerface driver debug messages (standard). Enabled by default.
« iob: I/Ointerface driver debug messages (resource counts). Disabled by default.
e ioc: I/Ointerface driver debug messages (upper layer, verbose). Disabled by default.
e iod: I/Ointerface driver debug messages (lower layer, verbose). Disabled by default.
* mem: Interna memory debug messages. Disabled by default.
e misc: Interna debug messages. Enabled by default.
* msg: Inter-controller message debug messages. Enabled by default.
e mui: Interna service interface debug messages. Enabled by defaullt.
¢ ps: Paged storage.
e raid: RAID debug messages. Enabled by default.
¢ rcm: Removable-component manager debug messages. Disabled by default.
e res2: Interna debug messages. Disabled by default.
* resmgr: Reservation Manager debug messages. Disabled by default.

Example Include RAID and cache messages, exclude EMP messages, and leave other message types unchanged.
# set debug-log-parameters raid+ cache+ emp-

Seealso ¢ show debug-log-parameters
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set disk

Description

Min. role

Syntax

Parameters

Example

See also

Performs a secure erase on a specified disk. Thisis called repurposing the disk, and only applies to adisk
that is capable of Full Disk Encryption.

This command can only be run on disks whose statusis either AVAIL or UNUSABLE. AVAIL disks have
had al vdisk information removed from them. Secure erasing such disksis an extra step to make all dataon
thedisk irretrievable. UNUSABLE disks have aforeign lock key. UNUSABLE disks can be imported by
using the set fde-import-key command.

NOTE: If you want to repurpose more than one disk and the drive spin down (DSD) feature is enabled,
disable DSD before repurposing the disks. You can re-enable it after the disks are repurposed. For
information about disabling and enabling DSD for available disks, see information about the set
advanced-settings command’s spin-down parameter. Drive spin down is not applicable to disksin virtual
pools.

manage

set disk
[noprompt]
repurpose
disk

noprompt

Optional in console format; required for XML API format. Suppresses the confirmation prompt that
appears for UNUSABLE disks only. Specifying this parameter allows the command to proceed without user
interaction.

repurpose
Specifies to secure erase the specified disk.

disk

The ID of the disk to be repurposed. Only one disk may be repurposed at atime. For disk syntax, see
"Command syntax" (page 23).

In asystem whose FDE security statusis Secured, Unlocked, perform asecure erase of all dataon
disk 1.2, whose statusis AVATIL.

# set disk 1.2 repurpose

In asystem whose FDE security statusis Secured, Locked, perform asecure erase of all data on disk
1.2, whose status is UNUSABLE.

# set disk 1.2 repurpose

Disk 1.2 was used on another system, and its contents are unknown. The contents
will be erased. Do you want to continue? (y/n) yes

e set fde-lock-key

e et fde-state

e show disks (with the £de parameter)
e show fde-state

170 Alphabetical list of commands



set disk-group

Description

Min. role

Syntax

Parameters

Example

Seedlso

Changes parameters for a specified disk group.
manage

set disk-group
[name new-name]
[owner a|b]
[spin-down-delay delayl
disk-group

name new-name
Optional. A new name for the disk group. A name that includes a space must be enclosed in double quotes.

owner al|b
Optional for alinear disk group; prohibited for avirtual disk group. Setsthe new owner: controller A or B.

CAUTION: Before changing the owning controller for alinear disk group, you must stop host 1/0 to its
volumes. Volume mappings are not affected.

IMPORTANT: Changing ownership of adisk group while any volumes in the disk group are mapped to
live hosts is not supported and may cause data loss or unavailability. All volumesin the disk group must be
unmapped or attached hosts must be shut down before the ownership of adisk group is changed.

spin-down-delay delay

Optional. Setsthe period of inactivity after which the member disks and dedicated spares automatically spin
down, from 1-360 minutes. Setting the delay to 1-360 minuteswill enable spin down; setting the delay to 0
will disable spin down.

NOTE: Drive spin down affects disk operations as follows:
e Spun-down disks are not polled for SMART events.
» Operations requiring access to disks may be delayed while the disks are spinning back up.

disk-group
Name or serial number of the disk group to change. A name that includes a space must be enclosed in
double quotes.

Rename linear disk group dgl to dg2 and set its spin-down delay to 10 minutes:
# set disk-group name dg2 spin-down-delay 10 dgl

e show disk-groups
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set disk-parameters

Description

Min. role

Syntax

Parameters

Sets parameters that affect disk operation. Two features controlled by these parameters are disk
Self-Monitoring Analysis and Reporting Technology (SMART) and drive spin down.

» Disks equipped with SMART technology can aert the controller of impending disk failure. When
SMART is enabled, the system checks for SMART events one minute after arestart and every five
minutes thereafter. SMART events are recorded in the event log. Changes to the SMART setting take
effect after arescan or acontroller restart.

e Thedrive spin down feature monitors disk activity within system enclosures and spins down inactive
disks, based on user-specified settings. This command sets spin-down parameters for available disks
and global spares. To set spin-down parameters for avdisk, use set vdisk.

Drive spin down affects disk operations as follows:

e Spun-down disks are not polled for SMART events.
» Operations requiring access to disks may be delayed while the disks are spinning back up.

manage

set disk-parameters
[smart enabled|disabled|on|off|detect-only]
[spin-down enabled|disabled|on|off]
[spin-down-delay delay]

smart enabled|disabled|on|off|detect-only
Optional. Sets whether SMART is enabled or disabled for disks:

e disabledor off: Disables SMART for all disksin the system and for all disks added to the system.

¢ enabled or on: Enables SMART for al disksin the system and for al disks added to the system. This
is the default.

e detect-only: Detectsbut does not change the SMART setting of each disk in the system, and for
each new disk added to the system.

spin-down enabled|disabled|on|off
Optional. Sets whether available disks and global spares will spin down after a period of inactivity shown
by the spin-down-delay parameter.

e disabled or off: Drive spin down for available disks and global sparesisdisabled. Thisisthe
default. Disabling spin down will set the spin-down delay to 0.

* enabled or on: Drive spin down for available disks and global sparesisenabled. If the
spin-down-delay parameter isnot specified, the delay will be set to 15 minutes.

NOTE: Drive spin down isnot applicableto disksin virtual pools.

spin-down-delay delay

Optional. Setsthe period of inactivity after which available disks and global spareswill spin down. Setting
the delay to 1-360 minutes will enable spin down. Setting the delay to O will disable spin down. The default
is 15 minutes.

NOTE: Drive spin down is not applicableto disksin virtual pools.

Example Enable SMART and drive spin down, and set the spin-down delay to 10 minutes.

Seealso

# set disk-parameters smart on spin-down on spin-down-delay 10

e show disk-parameters
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set email-parameters

Description

Min. role

Syntax

Parameters

Example

Seedlso

Sets SMTP notification parameters for events and managed |ogs.
manage

set email-parameters
domain domain
email-list email-addresses
[include-logs enabled|disabled|on|off]
notification-level crit|error|warn|info|none
sender sender
server server

domain domain

The domain namethat is joined with an @ symbol to the sender name to form the “from” address for remote
notification. The domain name can have a maximum of 255 bytes. Because this name is used as part of an
email address, do not include spaces. For example: MyDomain . com. If the domain nameis not valid,
some email serverswill not process the mail.

email-list email-addresses

Enter up to four comma-separated email addresses for recipients of event notifications. Each email address
can have a maximum of 320 bytes. Thefirst three email addresses are used as destinations for events. If the
managed logs feature is enabled, you can set the fourth email-address to the address of the log collection
system. For example; IT-team@MyDomain.com, , , LogCollector@MyDomain.com

include-logs enabled|disabled|on|off

Optional. When the managed logs feature is enabled, this option activates the “ push” mode, automatically
attaching system log files to managed-logs email notifications that are sent to the log collection system.
This option is disabled by defaullt.

notification-level crit|error|warn|info|none
The minimum severity for which the system should send notifications:
e crit: Sendsnotifications for Critical eventsonly.

e error: Sends notifications for Error and Critical events.

¢ warn: Sends notifications for Warning, Error, and Critical events.
e info: Sends notifications for al events.

* none: Disables email notification. If this option is specified, no other parameters are required and their
current values are not changed.

sender sender

The sender name that isjoined with an @ symbol to the domain name to form the “from” addressfor remote
notification. This name provides away to identify the system that is sending the notification. The sender
name can have a maximum of 64 bytes. Because this name is used as part of an email address, do not
include spaces. For example: Storage-1.

Server server
The |P address of the SMTP mail server to use for the email messages.

Set the system to send an email from RAIDsystem@mydomain . com to both
sysadmin@mydomain.comand JSmith@domain?2 . com when a non-Informational event occurs,
and to send an email with attached logsto 1ogcollector@mydomain . com when logs need to be
transferred.

# set email-parameters server 10.1.1.10 sender RAIDsystem domain mydomain.com
notification-level warn include-logs enabled email-list
sysadmin@emydomain.com, JSmith@domain2.com, , logcollector@mydomain.com

e show email-parameters
e test (withthe email parameter)
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set enclosure

Description  Sets an enclosure’s name, location, rack number, and rack position. Set these parametersto values that help
you identify and locate the enclosure. These values are used when user interfaces show enclosure-related
data, such asin output of the show enclosures command and in event-log entries related to enclosures.

Min. role manage

Syntax set enclosure
[name new-namel
[location location]
[rack-number rack-number]
[rack-position rack-position]
enclosure-number

Parameters name new-name
Optional. A new name for the enclosure. Input rules:
e Thevaueis case sensitive.

¢ Thevaue can have a maximum of 20 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

* Thevalue can include spaces and printable UTF-8 characters except: " , <\
* A valuethat includes a space must be enclosed in double quotes.

location location
The location of the enclosure. Input rules:

* Thevaueiscase sensitive.

e Thevaue can have a maximum of 20 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

* Thevaue can include spaces and printable UTF-8 characters except: " , <\
* A valuethat includes a space must be enclosed in double quotes.

rack-number rack-number
The number of the rack containing the enclosure, from 0 to 255.

rack-position rack-position
The enclosure’s position in the rack, from 0 to 255.

enclosure-number
The enclosure ID.

Example Set parameters for enclosure 1.

# set enclosure 1 name Storage-5 location Lab rack-number 9 rack-position 3

Seealso ¢ show enclosures
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set expander-fault-isolation

Description Temporarily disables PHY fault isolation for a specific Expander Controller. For use by or with direction
from technical support.

By default, the Expander Controller in each 1/0O module performs fault-isolation analysis of SAS expander
PHY statistics. When one or more error countersfor aspecific PHY exceed the built-in thresholds, the PHY
is disabled to maintain storage system operation.

While troubleshooting a storage system problem, a service technician can use this command to temporarily
disable fault isolation for a specific Expander Controller in a specific enclosure.

NOTE: |If fault isolation is disabled, be sure to re-enable it before placing the system back into service.
Serious problems can result if fault isolation is disabled and a PHY failure occurs.

Min. role manage

Syntax set expander-fault-isolation
[controller a|b|both]
enabled|disabled|on|off
[encl enclosure-ID]

[wwn enclosure-wwnl]

Parameters controller a|b|both
Optional. The 1/O module containing the Expander Controller whose setting you want to change: A, B, or
both. If this parameter is omitted, the setting is changed in both 1/O modules.

enabled|disabled|on|off
Specifies whether to enable or disable PHY fault isolation.

encl enclosure-ID
Optional. The enclosure ID of the enclosure containing the PHY. Specify either this parameter or the wwn
parameter.

wwn enclosure-wwn
Optional. The WWN of the enclosure containing the PHY. Specify either this parameter or the encl
parameter.

Example Disable PHY fault isolation for Expander Controller A in an enclosure.
# set expander-fault-isolation encl 0 controller a disabled
Re-enable PHY fault isolation for Expander Controller A in the same enclosure.
# set expander-fault-isolation encl 0 controller a enabled

Seealso ¢ set expander-phy

show enclosures

show expander-status
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set expander-phy

Description Disables or enables a specific PHY. For use by or with direction from technical support.
Min. role manage

Syntax set expander-phy
controller a|b|both
enabled|disabled|on|off
[encl enclosure-ID]
phy phy-ID

type drive|sc-0|sc-1|ingress|egress|drawer0-ingress|drawer0-egress|
drawerl-ingress|drawerl-egress|drawer2-ingress|drawer2-egress

[wwn enclosure-WWN]

Parameters controller a|b|both
The 1/0O module containing the PHY to enable or disable: A, B, or both.

enabled|disabled|on|off
Whether to enable or disable the specified PHY.

encl enclosure-ID
Optional. The enclosure ID of the enclosure containing the PHY. Specify either this parameter or the wwn
parameter.

phy phy-ID
Thelogical PHY number.

type drive|sc-0|sc-1|ingress|egress|drawer0-ingress|drawer0-egress |
drawerl-ingress|drawerl-egress|drawer2-ingress|drawer2-egress
The PHY type:

* drive: PHY connected to adisk drive.

* sc-0:PHY intheingress busto the local Storage Controller.

e sc-1:PHY intheingress bus to the partner Storage Controller.

e ingress: PHY inaningress port.

e egress: PHY inan egress port.

* sc-0:PHY intheingress busto the local Storage Controller.

e sc-1:PHY intheingress busto the partner Storage Controller.

e drawer0O-ingress: Ingress PHY for drawer O.

e drawer0O-egress: EgressPHY for drawer O.

e drawerl-ingress:Ingress PHY for drawer 1.

e drawerl-egress: EgressPHY for drawer 1.

e drawer2-ingress: Ingress PHY for drawer 2.

e drawer2-egress: EgressPHY for drawer 2.

wwn enclosure-WWN

Optional. The WWN of the enclosure containing the PHY. Specify either this parameter or the encl
parameter.

Example Disablethe first egress PHY in controller A.
# set expander-phy encl 0 controller a type egress phy 0 disabled
Enable the PHY for disk 5in controller B.
# set expander-phy encl 0 controller b type drive phy 5 enabled

In a2U48 enclosure, disable the PHY for disk 47 in both controllers.

# set expander-phy encl 0 controller both phy 47 type drive disabled
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Seeaso ¢ set expander-fault-isolation
« show enclosures
e show expander-status
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set fde-import-key

Description Sets or changes the import lock key for the use of Full Disk Encryption. The import lock key is derived
from the passphrase and is used to unlock secured disks that are inserted into the system from a different
secure system.

Min. role manage

Syntax set fde-import-key
[noprompt]
passphrase value

Parameters noprompt
Optional in console format; required for XML API format. Suppresses the confirmation prompt, which
reguires that the passphrase be re-entered. Specifying this parameter alows the command to proceed
without user interaction.

passphrase value

A customer-supplied password associated with securing the system. Input rules:
e Thevaueiscase sensitive.

¢ Thevaue can have 8-32 characters.

e Thevaue caninclude printable UTF-8 characters except aspaceor: , <>\
(Any double-quote characters in the passphrase are automatically removed.)

« A vauethat includesonly printable ASCII characters must include at least one uppercase character, one
lowercase character, and one non-al phabetic character.

Example Set an import lock key in order to import locked disks from another secure system:

# set fde-import-key passphrase "Customer lock--01/10/2014"

Please re-enter the import passphrase to confirm. "Customer lock--01/10/2014"
Seealso ¢ clear fde-keys

e set fde-lock-key

o setfde-state

* show fde-state
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set fde-lock-key

Description Sets or changes the lock key for the use of Full Disk Encryption. The lock key is derived from the
passphrase and stored within the system.

You must retain the value of the passphrase and the lock key 1D that the command returns. If you lose the
passphrase, you could be locked out of your data.

Min. role manage

Syntax set fde-lock-key
[current-passphrase valuel
[noprompt]
passphrase value

Parameters current-passphrase value
Optional. If the system is secured, the current passphrase can be provided when using the noprompt
option. The command will prompt for this current passphrase if it is not supplied.

noprompt

Optional in console format; required for XML API format. Suppresses the confirmation prompt, which
reguires that the passphrase be re-entered. Specifying this parameter alows the command to proceed
without user interaction.

passphrase value

A customer-supplied password associated with securing the system. Input rules:
+ Thevaueiscase sensitive.

¢ Thevalue can have 8-32 characters.

e Thevaue caninclude printable UTF-8 characters except aspaceor: , <>\
(Any double-quote characters in the passphrase are automatically removed.)

e Avaluethat includes only printable ASCI| characters must include at least one uppercase character, one
lowercase character, and one non-al phabetic character.

Example Set alock key in preparation for securing the system using FDE.

# set fde-lock-key passphrase "Customer lock--01/10/2014"

Please re-enter the passphrase to confirm. Be sure to retain the passphrase
value. "Customer lock--01/10/2014"

Seedso ¢ clear fde-keys
o set fde-import-key
o setfde-state
* show fde-state
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set fde-state

Description

Min. role

Syntax

Parameters

Example

Seealso

Changes the overall state of the system for the use of Full Disk Encryption. The system can be secured,
where each disk becomes secured and not accessible outside the system. Alternatively, the system can be
repurposed, where each disk is secure erased.

manage

set fde-state
[noprompt]
[repurpose]
[secure passphrase value]

Either the repurpose parameter or the secure parameter must be specified.
noprompt
Optional in console format; required for XML API format. Suppresses the confirmation prompt, which

requires that the passphrase be re-entered. Specifying this parameter allows the command to proceed
without user interaction.

repurpose
Optional. The system will be repurposed, which secure erases all disks. Before issuing the command, all
data (such as volumes and vdisks) must be deleted from the disks.

secure passphrase value

Optional. The system and all its disks will become secured, using the specified FDE system passphrase,
which must have been previously configured. A value that includes a space must be enclosed in double
quotes. If the disks are not all FDE-capable the command will fail, and no changes will be made.

Secure the system using Full Disk Encryption.

# set fde-state secure passphrase "Customer lock--01/10/2014"

Please re-enter the passphrase to confirm. "Customer lock--01/10/2014"
e clear fde-keys

¢ et fde-import-key

e set fde-lock-key

» show fde-state

set global-spare (Deprecated)

Use add spares.
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set host

Description  Sets the name of a host.
Min. role manage

Syntax set host
[name new-name]
host-name

Parameters name new-name
Optional. Changes the host’s nickname to the specified name. Input rules:

* Thevaueiscase sensitive.

¢ Thevaue can have a maximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

* Thevalue can include spaces and printable UTF-8 characters except: " , <\
* A valuethat includes a space must be enclosed in double quotes

host-name
The current name of the host. A value that includes a space must be enclosed in double quotes.

Example Change the name of Host1 to MyHost.

# set host name MyHost Hostl

Seedso e+ show initiators
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set host-group

Description

Min. role

Syntax

Parameters

Example

Seedso

Sets the name of a host group.
manage

set host-group
name new-name
host-group

name new-mname
A new name for the host group. Input rules:

* Thevaueiscase sensitive.

¢ Thevaue can have a maximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

» Thevalue can include spaces and printable UTF-8 characters except: " , <\
» A value that includes a space must be enclosed in double quotes

host-group
The current name of the host group. A value that includes a space must be enclosed in double quotes.

Change the name of HostGroupl to MyHostGroup.

# set host-group name MyHostGroup HostGroupl

» show host-groups

set host-name (Deprecated)

Use set initiator.
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set host-parameters

Description

Min. role

Syntax

Parameters

Sets controller host-port parameters for communication with attached hosts. FC and iSCSI ports can be
configured. There are no parameters for SAS ports.

Host ports can be configured as FC or iSCSI ports. FC ports support use of qualified 8-Gbit/s or 16-Ghit/s
SFPs. You can set FC ports to auto-negotiate the link speed or to use a specific link speed. iSCSI ports
support use of qualified 1-Gbit/s or 10-Ghit/s SFPs. iSCSI port speeds are auto-negotiated.

Attempting to change FC loop I Ds requires restarting the controllers; otherwise, new settings take effect
without restarting the controllers.

manage

To set FC-port parameters:

set host-parameters
[controller a|b|both]
[fibre-connection-mode loop|point-to-point|auto]
[fibre-loop-id values]
[noprompt]
[ports ports|all]
[prompt yes|no|expert]
[speed 4g|8g]|1l6g]|auto]

To set iSCSI-port parameters:

set host-parameters
[controller a|b|both]
[default-router address]
[gateway address]
[ip address]
[iscsi-ip-version ipv4|ipvé]
[netmask address]
[noprompt]
[ports ports|all]
[prompt yes|no|expert]

controller a|b|both
Deprecated—use the port s parameter instead.

fibre-connection-mode loop|point-to-point|auto
Optional. For FC, sets the topology for the specified ports to:

¢ loop: Fibre Channel-Arbitrated Loop (public or private).

e point-to-point: Fibre Channel point-to-point. Thisisthe default.

¢ auto: Automaticaly sets the mode based on the detected connection type.

You must also specify the ports parameter.

fibre-loop-id values

Optional. For FC, specifies comma-separated loop ID values to request for host ports when controllers
arbitrate during a LIP. Use this option if you want ports to have specific addresses, if your system checks
addressesin reverse order (lowest addressfirst), or if an application requiresthat specific 1Ds be assigned to
recognize the controller. If the loop ID is changed for one port, the same ID is used for other portsin the
same controller. If the ports parameter is specified, loop IDs are set based on the controllers that the ports
arein. You cannot specify the same value for ports on different controllers.

* soft or 255: Soft target addressing enables the LIP to determine the loop ID. Use this setting if the
loop ID is permitted to change after aLIP or power cycle.

e 0-125: Specify ahard target addressif you do not want the loop ID to change after aLIP or power
cycle. If the port cannot acquire the specified ID, it is assigned a soft target address.

You must restart affected controllers to make loop 1D changes take effect.

set host-parameters 183



default-router address
Optional. For iSCSI 1Pv6 only, the default router for the port 1P address.

gateway address
Optional. For iSCSI, the port gateway address.

ip address
Optional. For iSCSI, the port 1P address. Ensure that each iSCSI host port in the storage system is assigned
adifferent P address.

iscsi-ip-version ipv4|ipvé
Optional. Specifies whether to use IP version 4 (IPv4) or 6 (1Pv6) for addressing controller iSCSI ports.
When you change this setting, iSCSI-port address values are converted to the new format.

e ipv4: Letsyou specify addressesin dot-decimal format, where the four octets of the address use
decimal values without leading zeroes and the octets are separated by a period. For example,
10.132.2.205. Thefirst octet may not be zero, with the exception that 0.0.0.0 can be used to
disable the interface (stop 1/0). This option is the default.

« ipvé: Letsyou specify addresses using eight groups of four hexadecimal digits, where the groups are

separated by acolon. All groups must be specified. For example,
0000:0000:0000:0000:0000:0000:0A 90:3442.

netmask address
Optional. For iSCSI 1Pv4 only, the subnet mask for the port 1P address.

noprompt

Optional in console format; required for XML API format. Suppresses the confirmation prompt, which
reguires ayes or no response. Specifying this parameter allows the command to proceed without user
interaction.

ports ports|all

Optional. Specific host port numbers or all ports. For port syntax, see "Command syntax™ (page 23).
prompt yes|no|expert

Optional. For scripting, this specifies an automatic reply to confirmation prompts:

» yes: Allow the command to proceed.

¢ no: Cancel the command.

e expert: Allow the command to proceed.

If this parameter is omitted, you must manually reply to the prompt.

speed 4g|8g|l6g|auto

Optional. For FC, setsaforced link speed in Ghit/s or lets the speed be auto-negotiated (aut o). Because a
speed mismatch prevents communication between the port and host, set a speed only if you need to force
the port to use a known speed for testing, or you need to specify amutually supported speed for more than
two FC devices connected in an arbitrated loop.

Example On asystem with FC ports, set the link speed to 8 Ghit/s for ports A1 and B1.

# set host-parameters speed 8g ports al,bl

WARNING: This change will take effect immediately. Changes may affect access to
data.

Do you want to continue? (y/n) yes

On a system with FC ports, set the link speed to auto for ports A1 and B1 and suppress the confirmation
prompt.

# set host-parameters speed auto ports al,bl noprompt
On asystem with iSCSI ports using | Pv4 addressing, change the | P address of port A3.

# set host-parameters ip 10.134.50.6 ports a3

WARNING: This change will take effect immediately. Changes may affect access to
data.

Do you want to continue? (y/n) yes
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See also

On asystem with iSCSI ports, specify to use IPv6 addressing and change the | P address and default router
for port Al

# set host-parameters ports Al iscsi-ip-version ipvé ip
default-router

::0al0a:1

::8576:246a

WARNING: This change will take effect immediately. Changes may affect access to
data.

Do you want to continue?

restart

set host-port-mode
set iscsi-parameters
show ports
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set host-port-mode

Description

Min. role

Syntax

Parameters

Example

See also

Changes host-interface characteristics for host portsin a CNC controller module. For both controller
modules, al ports can be set to FC, all ports can be set to iSCSI, or the first two portsin each controller
module can be set to FC and the second two ports can be set to iSCSI.

This command will immediately restart the controllers and log event 236. After the controllers have
restarted, you can usethe set host-parameters command to configure theindividual ports.

manage

set host-port-mode
[FC|iSCSI|FC-and-1SCSI]
[noprompt]
FC|iSCSI|FC-and-iSCSI
Sets the port mode for each controller.
e FC: Setsall portsto FC.
e 1SCSI: Setsal portstoiSCSI.
e FC-and-iScCS1I: Setsthefirst two portsto FC and the second two portsto iSCSI.
noprompt
Optional in console format; required for XML API format. Suppresses the confirmation prompt, which

warns that both controllers will be restarted. Specifying this parameter allows the command to proceed
without user interaction.

For both controllers, set al portsto use iSCSI protocol.

# set host-port-mode iSCSI

This command will change host port configuration, stop I/0, and restart both
controllers. Do you want to continue? (y/n) y

For both controllers, set the first two portsto use FC protocol and the second two portsto use iSCSI
protocol.

# set host-port-mode FC-and-iSCSI

This command will change host port configuration, stop I/0, and restart both
controllers. Do you want to continue? (y/n) y

e set host-parameters
e show ports
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Set initiator
Description Sets the name of an initiator.

Min. role manage

Syntax set host
[id initiator]
[nickname name]
Parameters id initiator

The ID of theinitiator. For FC the ID isaWWPN. For SAStheID isaWWPN. A WWPN can include a
colon between each byte but the colons will be discarded. For iSCS| the ID isan IQN.

nickname name
Optional. Sets the name of theinitiator to the specified name. Input rules:

+ Thevaueiscase sensitive.

* Thevaue can have amaximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

* The value can include spaces and printable UTF-8 characters except: " , <\
* A valuethat includes a space must be enclosed in double quotes

Example For FC initiator 21000024ff3dfed1, set its nameto FC-port1.
# set initiator nickname FC-portl id 21000024ff3dfedl

Seedso e+ show initiators

setinitiator 187



Set iscsi-parameters

Description

Min. role

Syntax

Parameters

Example

See also

For iSCSI, changes system-wide iSCS| parameters.
manage

set iscsi-parameters
[chap enabled|disabled|on|off]
[iscsi-ip-version ipv4|ipvé]
[isns enabled|disabled|on|off]
[isns-alt-ip 1iSNS-IP]
[isns-ip iSNS-IP]
[jumbo-frame enabled|disabled|on|off]
[speed auto]|lgbps]

chap enabled|disabled|on|off
Optional. Enables or disables use of Challenge Handshake Authentication Protocol. Disabled by default.

iscsi-ip-version ipv4|ipveé
Optional. Specifies whether to use IP version 4 (IPv4) or 6 (IPv6) for addressing controller iSCSI ports.

e ipv4: Letsyou specify addressesin dot-decimal format, where the four octets of the address use
decimal values without leading zeroes and the octets are separated by a period. For example,
10.132.2.205. Thisoption is the default.

* 1ipvé: Letsyou specify addresses using eight groups of four hexadecimal digits, where the groups are
separated by a colon. All groups must be specified. For example,
(0000:0000:0000:0000:0000:0000:0A 90:3442.

isns enabled|disabled|on|off
Optional. Enables or disables registration with a specified Internet Storage Name Service server, which
provides name-to-1P-address mapping. Disabled by default.

isns-alt-ip iSNS-IP

Optional. Specifiesthe IP address of an aternate iSNS server, which can be on a different subnet. The
default addressis all zeroes.

isns-ip iSNS-IP

Optional. Specifiesthe IP address of an iSNS server. The default addressis all zeroes.

jumbo-frame enabled|disabled|on|off

Optional. Enables or disables support for jumbo frames. A normal frame can contain 1500 bytes whereas a
jumbo frame can contain a maximum of 9000 bytes for larger data transfers. Use of jumbo frames can

succeed only if jumbo-frame support is enabled on all network components in the data path. Disabled by
default.

speed auto|lgbps
Not supported.

For a storage system using | Pv4 addressing whose host ports are connected to different subnets, enable
CHAP, specify the IP address of the iSNS server on each subnet, and enable registration with either server.

# set iscsi-parameters chap enabled isns enabled isns-ip 10.10.10.93 isns-alt-ip
10.11.10.90

Specify that iSCSI portswill use IPv6 addressing.
# set iscsi-parameters iscsi-ip-version ipvé

e set host-parameters
e show iscsi-parameters

set job-parameters (Deprecated)

Use set advanced-settings.
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et led

Description Changes the state of the identification LED on a specified device. LEDs are described in the Setup Guide.
Min. role manage

Syntax To set adisk LED:

set led
disk ID
enable|disable|on|off

To set the LEDs for an enclosure and its I/O modules:

set led
[controller a|b]
enable|disable|on|off
enclosure ID

To set adrawer LED:

set led
drawer ID
enable|disable|on|off

Parameters controller a|b
Optional; for use with the enclosure parameter. Specifies the I/O module to locate. This affects the unit
locator LED on the I/O module and on the enclosure's right ear.

disk ID
Specifies the disk to locate. For disk syntax, see "Command syntax" (page 23). This affects the fault LED.

drawer ID
Specifiesthe drawer to locate in a2U48 enclosure. This affects the drawer locator LED. For drawer syntax,
see "Command syntax" (page 23).

enable|disable|on|off
Specifiesto set or unset the LED.

enclosure ID
Specifies the enclosure to locate. This affects the unit locator LED on the enclosure's right ear and on each
1/0 module.

Example Identify disk 5in enclosure 1.
# set led disk 1.5 on
Stop identifying enclosure 1.
# set led enclosure 1 off

Identify controller B in enclosure 1.

# set led enclosure 1 controller b on

Identify drawer 1 in enclosure 1.

# set led drawer 1.1 on
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set network-parameters

Description

Min. role

Syntax

Parameters

Sets parameters for controller module network ports.

You can manually set static |P values for each controller, or you can specify that |P values should be set
automatically for both controllers through communication with a Dynamic Host Configuration Protocol
(DHCP) server.

Each controller has the following factory-default | P settings:

» DHCEP: disabled

e Controller A IP address: 10.0.0.2
e Controller B IP address: 10.0.0.3
e |Psubnet mask: 255.255.255.0

e Gateway IPaddress: 10.0.0.1

When DHCP is enabled, the following initial values are set and remain set until the system is able to contact
aDHCP server for new addresses.

e Controller IP addresses: 169.254.x.x (where the value of x. x isthe lowest 16 bits of the controller
serial number)

* |Psubnet mask: 255.255.0.0
e Gateway IP address: 0.0.0.0

169.254.x . x addresses (including gateway 169.254.0.1) are on a private subnet that is reserved for
unconfigured systems and the addresses are not routable. This prevents the DHCP server from reassigning
the addresses and possibly causing a conflict where two controllers have the same | P address. As soon as
possible, change these I P values to proper values for your network.

To switch a controller from DHCP addressing to static addressing, you must set the | P address, netmask,
and gateway values.

NOTE: Thefollowing IP addresses are reserved for internal use by the storage system: 192.168.200.253,
192.168.200.254, 172.22.255.253, 172.22.255.254, and 127 .X.X.X.

manage

set network-parameters
[controller a|b]
[dhcpl
[gateway gateway]
[ip address]
[ipv 4|6]
[netmask netmask]
[ping-broadcast enabled|disabled|on|off]

controller al|b

Optional. For |P-related parameters, this specifies whether to apply settingsto controller A or B. If this
parameter is omitted, settings are applied to the controller being accessed. This parameter does not apply to
Ethernet switch-related parameters, whose settings are always applied to the controller being accessed.

dhcp
Optional. Specifiesto use DHCP to set both controllers’ 1P values.

gateway gateway
Optional. A gateway |P address for the port.

ip address
Optional. An IP address for the port.
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Example

Seedso

ipv 4|6
Optional. Specifies whether to use IP version 4 (IPv4) or 6 (IPv6) for addressing the network ports.

e 4: Letsyou specify addressesin dot-decimal format, where the four octets of the address use decimal
values and the octets are separated by a period; for example, 10.132.2.205. Thefirst octet may not
be zero, with the exception that 0.0.0.0 can be used to disable the interface (stop 1/0). This option isthe
defaullt.

» 6 Letsyou specify addresses using eight groups of four hexadecimal digits, where the groups are
separated by a colon. All groups must be specified. For example,
0000:0000:0000:0000:0000:0000:0A 90:3442.

netmask netmask
Optional. An IP subnet mask for the port.

ping-broadcast enabled|disabled|on|off
Optional. Enables the storage system to respond when a ping to a broadcast addressis issued on the
system’s subnet. The default isDisabled.

Use DHCP to set network port | P values.
# set network-parameters dhcp

Manually set network port 1P values for controller A (disabling DHCP for both controllers, if it was
enabled) using |Pv4 addressing.

# set network-parameters ip 192.168.0.10 netmask 255.255.255.0 gateway
192.168.0.1 controller a

* show network-parameters
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set ntp-parameters

Description

Min. role

Syntax

Parameters

Example

Seedso

Sets Network Time Protocol (NTP) parameters for the system. You can manually set system date and time
parameters by using the set controller-date command. You must specify at |east one of the optional
parameters for the command to succeed.

manage

set ntp-parameters
[ntp enabled|disabled|on|off]
[ntpaddress IP-address]
[timezone +|-hh[:mm]]

ntp enabled|disabled|on|off
Optional. Enables or disables use of NTP. When NTP is enabled and the specified NTP server is available,
each controller’stime is synchronized with the server.

ntpaddress IP-address
Optional. The network address of an available NTP server.

timezone +|-hh[:mm]

Optional. The system’s time zone as an offset in hours (-12 through +14) and optionally minutes (00-59)
from Coordinated Universal Time (UTC). To specify a positive offset, the '+' is optional. To specify a
negative offset, the -' isrequired. The hour value can have one or two digits and can omit aleading zero. If
the minutes value is specified it must have two digits. If it is omitted, the minutes valueis set to 00.

Set the system to use NTP with an offset for the Mountain Time zone.

# set ntp-parameters ntp enabled ntpaddress 69.10.36.3 timezone -7
Set the system to use NTP with an offset for the Bangalore, India, time zone.

# set ntp-parameters ntp enabled ntpaddress 69.10.36.3 timezone +5:30

set controller-date
show controller-date
show ntp-status
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set password

Description

Min. role

Syntax

Parameters

Example

Seedso

Sets a user’s password for system interfaces (such asthe CL1). A password can be entered as part of the
command, or the command prompts you to enter and re-enter the new password.

manage

set password
[password password]
[user]

password password

Optional. Sets a new password for the user. Input rules:

e Thevaueiscase sensitive.

* Thevaue can have 8-32 characters.

e Thevaue caninclude printable UTF-8 characters except aspaceor: "' , <>\

« A vauethat includesonly printable ASCII characters must include at least one uppercase character, one
lowercase character, and one non-al phabetic character.

If this parameter is omitted, the command prompts you to enter and re-enter a value, which is displayed
obscured for security reasons. For an SNMPv3 user whose authentication-type parameter isset to
use authentication, this specifies the authentication password.

user
Optional. The user name for which to set the password. If this parameter is omitted, this command affects
the logged-in user’s password.

Change the password for the default user, manage.

# set password manage
Enter new password: **xxx*x*x*
Re-enter new password: ****xk*%

Change the password for user JDoe.
# set password JDoe password Abcd%1234

e show users
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set pool

Description  Sets parameters for a virtual pool.

Each virtual pool has three thresholds for page allocation as a percentage of pool capacity. You can set the
low and middle thresholds. The high threshold is automatically cal culated based on the available capacity
of the pool minus 200 GB of reserved space.

When the low or middle threshold is exceeded, event 462 islogged with Informational severity. If the high
threshold is exceeded and the pool is hot overcommitted, event 462 islogged with Informational severity. If
the high threshold is exceeded and the pool is overcommitted, event 462 islogged with Warning severity.
When pool usage falls back below any threshold, event 463 islogged with Informational severity.

NOTE: |If thepool sizeissmall (approximately 500 GB) and/or the middlethreshold isrelatively high, the
high threshold may not guarantee 200 GB of reserved space in the pool. The controller will not
automatically adjust the low and middle thresholds in such cases.

You can also set overcommit, which controls whether the pool uses thin provisioning.
Min. role manage

Syntax set pool
[low-threshold #%]
[middle-threshold #%]
[overcommit enabled|disabled|on]|off]
pool

Parameters low-threshold #%
Optional. Setsthe low threshold for page allocation as a percentage of pool capacity. This value must be
less than the middle-threshold value. The default low-threshold value is 25%.

middle-threshold #%
Optional. Setsthe middle threshold for page all ocation as a percentage of pool capacity. Thisvalue must be
between the low-threshold value and the high-threshold value. The default middle-threshold value is 50%.

overcommit enabled|disabled|on|off
Optional.

* enabled or on: The pool will usethin provisioning, which means that more capacity can be allocated
to volumes than physically existsin the pool. When stored data approaches the limit of physical
capacity, the administrator can add more enclosures to the system. Thisis the default.

e disabledor off: The pool will use full provisioning, which means that the capacity allocated to
volumes when they are created cannot exceed the physical capacity of the pool.

NOTE: If you try to disable overcommit and the total space allocated to thin-provisioned volumes
exceeds the physical capacity of their pool, an error will say that there isinsufficient free disk space to
complete the operation and overcommit will remain enabled.

pool
The name of the storage pool for which to change settings.

Example For pool A, set the low threshold to 30%.

# set pool low-threshold 30% A

For pool B, disable overcommit.

# set pool overcommit off B
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Seealso ¢ deletepools
« show pools
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Set priorities

Description

Min. role

Syntax

Parameters

Example

Seedso

Sets snapshot-retention priorities for a specified snap pool. This command appliesto linear storage only.

Snap-pool priorities, in conjunction with snapshot priorities, determine which snapshots are retained if
system resource limitations require some snapshots to be automatically deleted.

L ower-priority snapshotswill be deleted before higher-priority snapshots. Priority values are 0x0001-Oxffff
(1-65535). You can enter either decimal or hexadecimal values. To use a default priority, specify the value
0.

Set a unique retention priority for each type of snapshot.
manage

set priorities
[common-sync-point #]
[only-sync-point #]
[queued #]
[replicating #]
[replication-snap #]
[standard-snap #]
[volume-copy #]
snap-pool

common-sync-point #
Optional. The retention priority for the latest snapshot that is copy complete on al secondary volumes. It
identifies a common point in time that is known by all destinations. The default is 0x8000 (32768).

only-sync-point #

Optional. Theretention priority for the only sync point that is available on at |east one secondary volume. If
this snapshot is removed, then the next replication requires a full sync to be performed. The default is
0xe000 (57344).

queued #
Optional. The retention priority for a snapshot that was taken for remote replication but is queued waiting
for the previous replications to complete. The default is 0x2000 (8192).

replicating #

Optional. The retention priority for a snapshot that is being replicated to a secondary volume. This snapshot
isrequired in order to resume the replication. The attribute is temporary for the duration of the replication
process. The default is 0xc000 (49152).

replication-snap #
Optional. The retention priority for areplication snapshot. The default is 0x4000 (16384).

standard-snap #
Optional. The retention priority for a standard snapshot. The default is 0x6000 (24576).

volume-copy #

Optional. The retention priority for a snapshot that is being used to copy data from a source volumeto a
destination volume. This attribute is temporary for the duration of the volume-copy process. The default is
0xa000 (40960).

snap-pool
The name or serial number of the snap pool.

Set attribute priorities for snap pool SP1, raising the priority for standard snapshots and |eaving other
priorities unchanged.

# set priorities only-sync-point 65535 SP1
« show priorities
e show snap-pools
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set prompt

Description  Sets the prompt for the current CLI session. This setting does not persist beyond the current session.

Min. role

Syntax

Parameters

Example

manage

set prompt
prompt
prompt
The new prompt. Input rules:
e Thevaueis case sensitive.
¢ Thevaue can have a maximum of 16 characters.
e Thevaue caninclude printable UTF-8 characters except: " <\
« A valuethat includes a space must be enclosed in double quotes.
Change the prompt from"# "to"CLI$ " and start entering a show command.

# set prompt "CLIS "
Success: Command completed successfully. (2014-07-17 16:44:25)

CLIS$ show ...

set prompt
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set protocols

Description

Min. role

Syntax

Parameters

Enables or disables management services and protocols. In console format, if you enable an unsecured
protocol the command will prompt for confirmation.

manage

set protocols
[activity enabled|disabled|on|off]
[debug enabled|disabled|on|off]
[ftp enabled|disabled|on|off]
[http enabled|disabled|on|off]
[https enabled|disabled|on|off]
[management-mode v2|v3]
[ses enabled|disabled|on|off]
[smis enabled|disabled|on|off]
[snmp enabled|disabled|on|off]
[ssh enabled|disabled|on|off]
[telnet enabled|disabled|on|off]
[usmis enabled|disabled|on|off]

activity enabled|disabled|on|off

Optional. Enables or disables accessto the activity progressinterface viaHTTP port 8081. This mechanism
reports whether a firmware update or partner firmware update operation is active and shows the progress
through each step of the operation. In addition, when the update operation completes, status is presented
indicating either the successful completion, or an error indication if the operation failed. Thisis disabled by
defaullt.

debug enabled|disabled|on|off
Optional. Enables or disables debug capahilities, including Telnet debug ports and privileged diagnostic
user IDs. Thisis disabled by default.

ftp enabled|disabled|on|off
Optional. Enables or disables the expert interface for updating firmware. Thisis enabled by default.

http enabled|disabled|on|off
Optional. Enables or disables the standard WBI web server. Thisis disabled by default.

https enabled|disabled|on|off
Optional. Enables or disables the secure WBI web server. Thisis enabled by default.

management-mode v2|v3
Optional. Sets the default management mode for the system.

« v2: Specifiesto use the legacy WBI interface to manage linear storage, and to use terminology in CLI
output and system messages that is oriented to managing alinear system, such as vdisk for disk groups
and pools. Thisisthe default for a system that has been upgraded from a previous release.

* v3: Specifiesto use the new WBI interface to manage virtual and linear storage, and to use terminology
in CLI output and system messages that is oriented to managing a hybrid (linear and virtual) system,
such as disk group for disk groups and pool for pools. Thisis the default for a new installation.

To change the management mode for the current CLI session only, usethe set cli-parameters
command.

ses enabled|disabled|on|off
Optional. Enables or disables the in-band SCSI Enclosure Management Services interface. Thisis enabled
by default.

smis enabled|disabled|on|off

Optional. Enables or disables the secure Storage Management Initiative Specification interface (SM1-S)
interface. This option allows SMI-S clients to communicate with each controller’s embedded SMI-S
provider viaHTTPS port 5989. HTTPS port 5989 and HT TP port 5988 cannot be enabled at the same time,
so enabling this option will disable port 5988. Thisis enabled by default.
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snmp enabled|disabled|on|off

Optional. Enables or disables the Simple Network Management Protocol interface. Disabling this option
disables all SNMP requests to the MIB and disables SNMP traps. To configure SNMP traps use the set
snmp-parameters command. Thisis enabled by default.

ssh enabled|disabled|on|off
Optional. Enables or disables the secure shell CLI. Thisis enabled by default.

telnet enabled|disabled|on|off
Optional. Enables or disables the standard CLI. Thisis enabled by default.

usmis enabled|disabled|on|off

Optional. Enables or disables the unsecure Storage Management Initiative Specification (SMI-S) interface.
This option allows SMI-S clients to communicate with each controller's embedded SMI-S provider via
HTTP port 5988. HTTP port 5988 and HTTPS port 5989 cannot be enabled at the same time, so enabling
this option will disable port 5989. Thisis disabled by default.

Example Disable unsecure HTTP connections and enable FTP.
# set protocols http disabled ftp enabled
Enable Telnet, which is an unsecured protocol.

# set protocols telnet enabled

Enabling the Telnet protocol may result in unsecured management operations being
sent across the network. Do you want to continue? yes

Set the default management mode to v3.
# set protocols management-mode v3

Seeadso ¢ setcli-parameters
e show protocols
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Set remote-system

Description Changes remote-system credentials stored in the local system. This command appliesto linear storage only.

Do this when the user name or password to access a remote system has been changed in that system.
Min. role manage

Syntax set remote-system
[password password]
[username username]
system

Parameters password password
Optional. The new password to access the remote system. The valueis displayed in clear text.

username username
Optional. The new user name to access the remote system.

system
The name or network-port IP address of the remote system.

Example Change the password that is stored to access a remote system.
# set remote-system password Abc 123 System2

Seedso ¢ createremote-system
e delete remote-system
e remote
e show remote-systems
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set replication-primary-volume

Description

Min. role

Syntax

Parameters

Example

Changes the primary volume for areplication set. This command appliesto linear storage only.

You must issue this command to each volume in the replication set. If the volumes in areplication set have
different primary-volume settings — for example, if the primary volume was changed while one volume
was offline — this results in a primary-volume conflict. Change the primary volume on the secondary
system, then, if possible, change the primary volume on the primary system.

As part of this command, you can initiate arollback to a specified snapshot to synchronize the new primary
volume with a known dataimage.

When the secondary volume becomes the primary volume, it only retains the replication images that the
primary volume had and deletes any images that the primary volume did not have. Because the secondary
volume may not have successfully replicated all the images associated with the primary volume, the
secondary volume might have a subset of the primary volume's images.

manage

set replication-primary-volume
[nowait]
primary-volume replication-volume
[set replication-set]
[snapshot snapshot]
volume replication-volume

nowait

Optional. Changing the primary volume can take the Storage Controller several minutes to complete. This
parameter allows that processing to continue in the background so the Management Controller can process
other commands.

primary-volume replication-volume
The name or serial number of the replication volume to designate as the new primary volume for the
replication set. If the name is not unique, you must specify the serial number.

set replication-set
Optional. The name or serial number of the replication set.

snapshot snapshot
Optional. The name or serial number of a snapshot to roll the replication volume data back to.

volume replication-volume

The name or serial number of avolume in the replication set whose primary volume you want to change. If
one of the volumes in the replication set is offline, this must specify the volume that remains online. If the
name is not unique across replication sets, specify the set parameter.

For this example, assume that:

* Replication set RS has the primary volume Data and the secondary volume rData.
¢ Primary volume Data residesin the primary system, Systeml.
e Secondary volume rData resides in the secondary system, System?2.

On Systeml, view the status of replication set RS.

# show replication-sets RS

Replication Set [Name (RS) Serial Number (SN) ] Primary Volume:
Name ... Status ... Location Primary-Volume ... Primary-Volume-Status
Data ... Online ... Local Data ... Online
rData ... Online ... Remote Data ... Online

On Systeml, unmap the primary volume from hosts.
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On System2, set secondary volume rData to be the primary volume.

# set replication-primary-volume volume rData primary-volume rData

Info: Started setting the primary volume of the replication set. (RS)
Info: Setting the primary volume of the replication set. This may take a
couple of minutes... (RS)

Info: Successfully set primary volume: (rData)

Info: The primary volume of the replication set was changed. (RS)
Success: Command completed successfully. (2012-13-23 11:48:30)

On System2, view the set’s status and notice that the primary volume has changed and that a
primary-volume conflict exists.

# show replication-sets RS

Replication Set [Name (RS) Serial Number (SN) ] Primary Volume:
Name ... Status ... Location Primary-Volume ... Primary-Volume-Status
Data ... Online ... Remote Data ... Conflict
rData ... Online ... Local rData ... Conflict

On systemi, view the set’s status and notice that it does not reflect the primary-volume change, thereby
causing the conflict.

# show replication-sets RS
Replication Set [Name (RS) Serial Number (SN) ] Primary Volume:

Name ... Status ... Location Primary-Volume ... Primary-Volume-Status
Data ... Online ... Local Data ... Conflict
rData ... Online ... Remote Data ... Conflict

On Systemil, asalready doneon System2, set rData to be the primary volume.

# set replication-primary-volume volume Data primary-volume rData

Info: Started setting the primary volume of the replication set. (RS)
Info: Setting the primary volume of the replication set. This may take a
couple of minutes... (RS)

Info: Successfully set primary volume: (rData)

Info: The primary volume of the replication set was changed. (RS)
Success: Command completed successfully. (2012-13-23 11:55:50)

On systemil (the new secondary system), view the set’s status and notice that the system is set to use the
new primary volume and the conflict is resolved.

# show replication-sets RS

Replication Set [Name (RS) Serial Number (SN) ] Primary Volume:
Name ... Status ... Location Primary-Volume ... Primary-Volume-Status
Data ... Online ... Local rData ... Online
rData ... Online ... Remote rData ... Online

Wait a couple of minutes for processing to complete. Then, on System2 (the new primary system), view

the set’s status and notice that the system is set to use the new primary volume and that the conflict is
resolved:

# show replication-sets
Replication Set [Name (RS) Serial Number (SN) ] Primary Volume:

Name ... Status ... Location Primary-Volume ... Primary-Volume-Status
Data ... Online ... Local rData ... Online
rData ... Online ... Remote rData ... Online

Map the new primary volume to hosts.
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Seealso ¢ show replication-sets
« show replication-volumes
e show snapshots
e unmap volume
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set replication-volume-parameters

Description

Min. role

Syntax

Parameters

Sets parameters for a specified replication volume. This command appliesto linear storage only.

This command must be run separately on each system where the volume resides; changesto these
parameters are not automatically synchronized across systems.

manage

set replication-volume-parameters
[link-type FC|iSCSI]
[max-queue #]
[max-retry-time #]
[monitor-interval #]
[on-collision newest|oldest]
[on-error retry|suspend]
[priority low|medium|high]
[remote-address ip=IPs|wwnn=WWNNs |wwpn=WWPNs]
[set replication-set]
replication-volume

link-type FC|iSCSI
Optional. Specifies the type of ports being used for the inter-system link:

e FC: FC ports.
e 1SCSTI:iSCSl ports.

max-queue #
Optional. The number of replication images to consider when determining the next image to replicate:
1-64. Used only if the on-collision parameter issetto oldest.

max-retry-time #

Optional; valid only if the on-error parameter is set to ret ry. Maximum time in seconds to retry a
singlereplication if an error occurs. Allowed values are 0-64000. A value of 0 means do not time out retries
(retry forever). By default, aretry will occur 5 minutes after an error occurs. If another error occurs and the
difference in time between when the error occurs and the initial retry timeis greater than the
max-retry-time value, thereplication will be suspended. In order to prevent areplication set from
suspending when multiple independent, discontinuous errors occur during asingle replication, set
max-retry-time for the secondary volume either to O (retry forever) or to 60 minutes for each 10GB of
volume size. The default is 1800 (30 minutes).

monitor-interval #
Optional. Theinterval in seconds at which the primary volume should query the secondary volume. Values
less than 300 (5 minutes) or greater than 1800 (30 minutes) are not recommended.

on-collision newest|oldest
Optional. The collision palicy to use when the image queue depth is met:
* newest: Only the latest replication image should be considered for the next replication operation.

e oldest: Only thelatest N replication images should be considered for the next replication operation,
where N is defined by the max - queue parameter and the oldest of these images should be considered
first.

on-error retry|suspend
Optional. The error policy to use when errors occur during the replication process:

* retry: Retry the operation for the time specified in the max-retry-time parameter.
¢ suspend: Suspend the replication operation.

priority low|medium|high
Optional. The priority of the replication process for the replication volume: low, medium, or high.
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remote-address ip=IPs|wwnn=WWNNs|wwpn=WWPNs

Optional. The host port addresses associated with areplication volume. For the secondary system on which
the command isrun, you can specify host ports by IP address, World Wide Node Name, or World Wide Port
Name. An |P address value can include a port number. For example, 10.134.11.10:3260. Multiple
values must be separated by commas and no spaces. For example: ip=10.134.2.1,10.134.2.2.

set replication-set
Optional. The name or serial number of the replication set. A name that includes a space must be enclosed
in double quotes.

replication-volume

The name or serial number of the replication volume. If the name is not unique within the replication set,
the local volume is assumed. If the name is not unique across replication sets, specify the set parameter. A
name that includes a space must be enclosed in double quotes.

Example Set anew remote address and error policy for replication volume Mv?2 in replication set RS1.

# set replication-volume-parameters remote-address ip=10.1.66.55 on-error
suspend set RS1 MV2

Assume you changed the addresses of host ports in secondary system Site2, which contains secondary
volume rData. To update this address information for the replication set, run set
replication-volume-parameters onthe secondary system, specifying the secondary system’s
new addresses and the name of the secondary volume.

# set replication-volume-parameters remote-address
ip=10.20.5.27,10.30.5.27,10.20.5.37,10.30.5.37 rData

Seealso * show replication-sets
e show replication-volumes
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set schedule

Description

Min. role

Syntax

Parameters

Changes parameters for a specified schedule. If you want to change the schedule name, create a new
schedule to replace the existing one. You must specify at least one of the optional parameters for the
command to succeed.

When scheduling ReplicateVolume tasks, abest practiceisto schedule no more than three volumesto
start replicating at the same time, and for those replications to recur no less than 60 minutes apart. If you
schedule more replicationsto start at the same time, or schedul e replications to start more frequently, some
scheduled replications may not have time to complete.

manage

set schedule
[schedule-specification "specification"]
[task-name task-name]
schedule-name

schedule-gspecification "specification"

Optional. Defines when the task will first run, and optionally when it will recur and expire. You can use a
commato separate optional conditions. Dates cannot be in the past. For times, if neither AM nor PM is
specified, a 24-hour clock is used.

* start yyyy-mm-dd hh:mm [AM|PM]
Specifies adate and atimein the future to be the first instance when the scheduled task will run, and to
be the starting point for any specified recurrence.

¢ [every # minutes|hours|days|weeks|months|years]
Specifiesthe interval at which the task will run.
For better performance when scheduling a TakeSnapshot task that will run under heavy 1/0O
conditions or on more than three volumes, the retention count and the schedule interval should be set to
similar values. For exampleif the retention count is 10, then the interval should be set to 10 minutes.
For aReplicatevVolume task, the minimum interval is 30 minutes.

* [between hh:mm [AM|PM] and hh:mm [AM|PM]]
Constrains the time range during which the task is permitted to run. Ensure that the start time is within
the specified time range.

* [only any|first|second|third|fourth|fifth|last|#st|#nd|#rd|#th
weekday | weekendday | Sunday | Monday | Tuesday | Wednesday | Thursday | Friday
| Saturday of year|month|January|February|March|April|May |June|July |
August | September |October |November |December]
Constrains the days or months when the task is permitted to run. Ensure that this constraint includes the
start date.

e [count #]
Constrains the number of times the task is permitted to run.
* [expires yyyy-mm-dd hh:mm [AM]|PM]]
Specifies when the schedul e expires, after which the task will no longer run.

NOTE: |If tasks are scheduled close together, the end of one task may overlap the next task. If this
happens, atask may not complete.

task-name task-name
Optional. The name of an existing task to run. A name that includes a space must be enclosed in double
guotes.

schedule-name
The name of the schedule to change. A name that includes a space must be enclosed in double quotes.
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Example Change parameters, including the associated task, for schedule Sched1.

# set schedule schedule-specification "start 2015-01-01 00:01 every 1 days
expires 2015-12-31 00:01" task-name Taskl Schedl

Seedso ¢ show schedules
e show tasks
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set snap-pool-policy

Description

Min. role

Syntax

Parameters

Example

Setsthe recovery policy that determines the action taken when a specified snap pool’s error and critical
threshold levels are reached. This command appliesto linear storage only.

The policy for the warning threshold is preset to notifyonly.

NOTE: Thepoliciesdeleteoldestsnapshot and deletesnapshots do not apply business
logic to the delete decision and may del ete snapshots that are mounted/presented/mapped or modified. You
may set retention priorities for a snap pool as away of suggesting that some snapshots are more important
than others, but these priorities do not ensure any specific snapshot is protected.

manage

set snap-pool-policy
[autoexpansionsize size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB]]
[critical deleteoldestsnapshot|deletesnapshots|haltwrites]

[error autoexpand|deleteoldestsnapshot|deletesnapshots|haltwrites
|notifyonly]

snap-pool

autoexpansionsize size[B|KB|MB|GB|TB|KiB|MiB|GiB|TiB]

The amount by which the snap pool will be automatically expanded when the threshold level is reached.
The unit is optional (B represents bytes). If base 2 isin use, whether you specify a base-2 or base-10 unit,
the resulting size will be in base 2. If no unit is specified, the default is 512-byte blocks.

critical deleteoldestsnapshot|deletesnapshots|haltwrites
Optional. Specifies the policy to invoke when the critical threshold level of snap-pool usage is reached.

error autoexpand|deleteoldestsnapshot|deletesnapshots|haltwrites

|notifyonly

Optional. The policy to invoke when the error threshold level of snap-pool usage is reached.

* autoexpand: Automatically expand the snap pool using the autoexpansionsize value. If the
snap pool’s space usage reaches the percentage specified by its error threshold, the system will log
Warning event 230 and will try to automatically expand the snap pool by the snap pool’s
autoexpansionsize value (below).

» If the snap pool is successfully expanded, the system will log Informational event 444.

» If the snap pool cannot be expanded because there is not enough available space in its vdisk, the
system will log Warning event 444 and will automatically delete the oldest snapshot that is not a
current sync point.

Each time the snap-pool’s error threshold is reached and the system cannot auto-expand the vdisk, the
oldest remaining snapshot (that is not a current sync point) will be deleted. This behavior occurs for
each snap pool independently, based on its space usage.

e deleteoldestsnapshot: Delete the oldest snapshot.

e deletesnapshots: Deleteal snapshots.

* haltwrites: Halt writesto all master volumes and snapshots associated with the snap pool.
e notifyonly: Generates an event to notify the administrator.

snap-pool

The name or serial humber of the snap pool for which to set the policy. A name that includes a space must
be enclosed in double quotes.

Set snap pool sp1 to automatically expand by 10 GB when its error threshold is reached.

# set snap-pool-policy error autoexpand autoexpansionsize 10GB SP1
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Seealso ¢ setpriorities
e set snap-pool-threshold
« show snap-pools
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set snap-pool-threshold

Description  Sets the percentages of snap-pool space used that trigger the warning and error threshold policies. This
command appliesto linear storage only.

Three thresholds are defined:

* Warning: The snap pool is moderately full. When thisthreshold isreached, an event is generated to alert
the administrator.

e Error: The snap pool is nearly full and unless corrective action is taken, snapshot data loss is probable.
When this threshold is reached, an event is generated to alert the administrator and the associated
snap-pool policy istriggered.

» Critical: The snap pool is98% full and datalossisimminent. When thisthreshold isreached, an event is
generated to alert the administrator and the associated snap-pool policy istriggered.

The recommended minimum size for a snap pool is 50 GB.

Min. role manage

Syntax set snap-pool-threshold
[error #%]
[warning #%]
snap-pool

Parameters error #%
The percent of snap-pool space used that triggers the error threshold policy. This value must be less than
98%. The default is 90%.

warning #%
The percent of snap-pool space used that triggers the warning threshold policy. This value must be less than
the error threshold value. The default is 75%.

snap-pool
The name or serial number of the snap pool for which to set the threshold. A name that includes a space
must be enclosed in double quotes.

Example Set the warning and error thresholds for snap pool SP1.

# set snap-pool-threshold warning 60% error 85% SP1

Seeadso ¢ set snap-pool-policy
e show snap-pools
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set snmp-parameters

Description

Min. role

Syntax

Parameters

Example

Seedso

Sets SNMP parameters for event notification. To enable or disable SNMP requests to the M1B use the set
protocols command.

manage

set snmp-parameters
[add-trap-host address]
[del-trap-host address]
[enable crit|error|warn|info|nonel
[read-community stringl
[trap-host-list trap-host-1list]
[write-community string]

add-trap-host address
Optional. Specifiesthe IP address of a destination host that will receive traps. Three trap hosts can be set.

del-trap-host address
Optional. Deletes a trap destination host.

enable crit|error|warn|info|none

Optional. Setsthe level of trap notification:

e crit: Sendsnotificationsfor Critical eventsonly.

* error: Sendsnotifications for Error and Critical events.

e warn: Sends notifications for Warning, Error, and Critical events.

* info: Sends notifications for al events.

« none: All events are excluded from trap notification and traps are disabled.
read-community string

Optional. Sets acommunity string for read-only access. Input rules:

e Thevalueiscase sensitive.

e Thevaue can have amaximum of 31 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

¢ Thevaue can include any character except: " < >
e A valuethat includes a space must be enclosed in double quotes.

trap-host-list trap-hosts
Optional. Replaces the current list.

write-community string
Optional. Sets acommunity string for write access. Input rules:
* Thevalueiscase sensitive.

e Thevaue can have amaximum of 31 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

¢ Thevaue can include any character except: " < >
e A valuethat includes a space must be enclosed in double quotes.

Enable Critical events only, specify atrap host, and set the community string for read-only access.

# set snmp-parameters enable crit add-trap-host 172.22.4.171 read-community
public

e set protocols
e show snmp-parameters
e test (with the snmp parameter)
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set spares (Deprecated)

Use add spares or remove spares.

set syslog-parameters

Description

Min. role

Syntax

Parameters

Example

See also

Sets remote syslog notification parameters for events and managed logs. This alows eventsto be logged by
the syslog of a specified host computer. Syslog is a protocol for sending event messages across an |P
network to alogging server.

manage

set syslog-parameters
[host-ip IP-address]
[host-port port-number]
notification-level crit|error|warn|info|none

host-ip IP-address
Optional. An IP address for the host. If notification-level isother than none, host-ip must be
specified.

host-port port-number
Optional. A specific port number on the host.

notification-level crit|error|warn|info|none
The minimum severity for which the system should send notifications:

e crit: Sendsnotificationsfor Critical eventsonly.

e error: Sends notifications for Error and Critical events.

e warn: Sends notifications for Warning, Error, and Critical events.
e info: Sendsnotifications for all events.

* none: Disables syslog notification.

If notification-1level isother than none, host - ip must be specified.
Set the system to send an entry to the remote server at 10.1.1.10 on port 514 when a critical event occurs.
# set syslog-parameters notification-level crit host-ip 10.1.1.10 host-port 514

» show syslog-parameters
e test
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Set system

Description Sets the system’s name, contact person, location, and description. The name, location, and contact are
included in event messages. All four values are included in system debug logs for reference by service
personnel. When using the WBI, the system name appears in the browser title bar or tab.

Input rules for each value:

* Thevaueiscase sensitive.

e Thevaue can have a maximum of 79 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

» Thevaue can include spaces and printable UTF-8 characters except: " <>\
* A valuethat includes a space must be enclosed in double quotes.

Min. role manage

Syntax set system
[contact value]
[info value]
[location valuel
[name valuel

Parameters contact value
Optional. The name of the person who administers the system.

info value
Optional. A brief description of what the system is used for or how it is configured.

location value
Optional. The location of the system.

name value
Optional. A name to identify the system.

Example Set the system nameto Test and the contact to J. Doe.

# set system name Test contact "J. Doe"

Seeadso ¢ show system
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Set task

Description

Min. role

Syntax

Parameters

Changes parameters for a TakeSnapshot, ReplicateVolume, or VolumeCopy task. For these types of tasks,
you can change parameters other than name, type, or associated volumes. If you change the parameters for
arunning task, the changes will take effect the next time the task runs.

If you want to change parameters for a ResetSnapshot task or the name, type, or associated volumes for
another type of task, create a new task to replace the existing one.

manage

set task
[dest-prefix prefix]
[dest-vdisk vdisk]
[modified-snapshot yes|nol
[replication-mode new-snapshot|last-snapshot]
[retention-count #]
[snapshot-prefix prefix]
name

dest-prefix prefix
Optional. A label to identify the volume copy created by this task. Input rules:

* Thevaueiscase sensitive.

¢ Thevaue can have a maximum of 26 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

» Thevalue can include spaces and printable UTF-8 characters except: " , <\
* A valuethat includes a space must be enclosed in double quotes.

dest-vdisk vdisk
Optional. The name or serial number of the destination vdisk for the volume copy. A name that includes a
space must be enclosed in double quotes.

modified-snapshot yes|no
Optional. For avolumeCopy task, specifies whether to include or exclude modified write data from the
snapshot in the copy. This parameter applies only when the source volume is a snapshot.

» yes! Include modified snapshot data.
e no: Exclude modified snapshot data.

If this parameter is omitted for a snapshot, modified snapshot data is excluded.

replication-mode new-snapshot|last-snapshot
Optional. Specifies whether to replicate a new snapshot of the volume to the remote system, or to replicate
the last (most recent existing) snapshot of the volume to the remote system.

* new-snapshot: Replicate a new snapshot.
e last-snapshot: Replicate the most recent existing snapshot.

If this parameter is omitted, a new snapshot is replicated.

retention-count #

Optional. For aTakeSnapshot task this parameter specifies the number of snapshots created by thistask
to retain, from 1 to the licensed limit. When a new snapshot exceeds this limit, the oldest snapshot with the
same prefix is deleted. If you reduce the retention count for atask, excess snapshots will be removed the
next time the task runs.

For aReplicateVolume task this parameter specifies the number of replication images created by this
task to retain, from 2 to 32. When a new image exceeds this limit, the oldest image with the same prefix is
deleted. This parameter appliesto the primary volume only. For the secondary volume, images will
accumulate until either the secondary vdisk’s space limit is reached or the maximum number of imagesis
reached, after which the oldest image will be deleted as new images are created.
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snapshot-prefix prefix
Optional. A label to identify snapshots created by this task. Input rules:

+ Thevaueiscase sensitive.

» Thevaue can have a maximum of 26 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

* Thevalue can include spaces and printable UTF-8 characters except: " , <\
* A valuethat includes a space must be enclosed in double quotes.

name
The name of the task to change. Input rules:

* Thevaueiscase sensitive.

¢ Thevaue can have a maximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

» Thevalue can include spaces and printable UTF-8 characters except: " , <\
* A value that includes a space must be enclosed in double quotes.

Example Change parameters for a TakeSnapshot-type task named Snap.
# set task snapshot-prefix VDlvl retention-count 2 Snap
Change parameters for a VolumeCopy-type task named Copy.
# set task dest-vdisk VD3 dest-prefix VD1lvl modified-snapshot no Copy
Change parameters for a ReplicateVolume-type task named Replicate:
# set task snapshot-prefix VDlv2 replication-mode last-snapshot Replicate

Seedso ¢ createtask

e deletetask

e et schedule

e show schedules
e show tasks
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set user

Description Changes user preferences for the session or permanently. The system requires at least one CLI user with the

manage roleto exist.

A user with themanage role can change any parameter except name. A user with themonitor role can
change any parameter for that user except name, roles, and interfaces.

NOTE: User changes take effect when the user next logsin.

Min. role monitor

Syntax set user

[authentication-type MD5|SHA|none]
[base 2|10]
[interfaces interfaces]

[locale English|en|Spanish|es|French|fr|German|de|Italian|it|Japanese]ja
| Korean|ko|Dutch|nl|Chinese-simplified|zh-s|Chinese-traditional|zh-t]

[password password]

[precision #]

[privacy-password encryption-password]
[privacy-type DES|AES|none]

[roles roles]

[session-preferences]

[storage-size-base 2|10]
[storage-size-precision #]
[storage-size-units auto|MB|GB|TB]
[temperature-scale celsius|c|fahrenheit|£]
[timeout #]

[trap-host IP-address]

[type novice|standard|advanced|diagnostic]
[units auto|MB|GB|TB]

name

Parameters authentication-type MD5|SHA|none

Optional. For an SNMPv3 user, this specifies whether to use a security authentication protocol. This
parameter requires the password parameter and, for the snmptarget interface, the trap-host
parameter.

e MD5: MD5 authentication. Thisis the default.

e SHA: SHA (Secure Hash Algorithm) authentication.

* none: No authentication.

base 2|10
Optional. Sets the base for entry and display of storage-space sizes:

e 2: Sizesare shown as powers of 2, using 1024 as a divisor for each magnitude. In base 2 when you set a
size, whether you specify a base-2 or base-10 size unit, the resulting size will bein base 2.

e 10: Sizesare shown as powers of 10, using 1000 as adivisor for each magnitude. Thisisthe default. In
base 10 when you set a size, the resulting size will be in the specified unit. This option is the default.

Operating systems usually show volume size in base 2. Disk drives usually show size in base 10. Memory
(RAM and ROM) size is always shown in base 2.
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interfaces interfaces

Optional. Specifies the interfaces that the user can access. Multiple values must be separated by commas
and no spaces. A command that specifies snmpuser or snmptarget cannot also specify anon-SNMP
interface.

e c¢li: Command-lineinterface. Thisis enabled by default.

* wbi: Web-browser interface. Thisis enabled by default.

e ftp: FTPinterface.

* smis: Storage Management Initiative Specification (SMI-S) interface.

e snmpuser: Allowsan SNMPv3 user to view the SNMP MIB.

* snmptarget: Allowsan SNMPv3 user to receive SNMP trap notifications. This option requires the
trap-host parameter.

* none: Nointerfaces.

locale English|en|Spanish|es|French|fr|German|de|Italian|it|Japanese]|ja
| Korean|ko|Dutch|nl|Chinese-simplified|zh-s|Chinese-traditional|zh-t
Optional. The display language.

password password

Optional in console format; required for XML API format. Input rules:

e Thevaueis case sensitive.

* Thevalue can have 8-32 characters.

» Thevaue caninclude printable UTF-8 characters except aspaceor: "' , <>\

e Avaluethat includes only printable ASCI| characters must include at least one uppercase character, one
lowercase character, and one non-al phabetic character.

e For an SNMPv3 user whose authentication-type parameter is set to use authentication, this
specifies the authentication password.

precision #
Optional. Sets the number of decimal places (1-10) for display of storage-space sizes. The default is 1.

privacy-password encryption-password

Optional. For an SNMPv3 user whose privacy-type parameter is set to use encryption, this specifies
the encryption password. The value is case sensitive and must contain 8-32 characters. A password cannot
contain the following characters: angle brackets, backslash, comma, double quote, single quote, or space. If
the password contains only printable ASCII charactersthen it must contain at least one uppercase character,
one lowercase character, and one non-al phabetic character. .

privacy-type DES|AES|none

Optional. For an SNMPv3 user, this specifies whether to use a security encryption protocol. This parameter
requiresthe privacy-password parameter and the authentication-type parameter.
e DES: Data Encryption Standard.

e AES: Advanced Encryption Standard.

e none: No encryption. Thisisthe default.

roles roles

Optional. Specifies the user’s roles as one or more of the following values:

* monitor: User can view but not change system settings. Thisis the default.

e manage: User can view and change system settings.

e diagnostic: User can view and change system settings.

Multiple values must be separated with a comma (with no spaces). If multiple values are specified, the
user’s access to commands will be determined by the highest role specified.

session-preferences
Optional. Specifies that the current CLI settings will become permanent settings for the user. This
parameter cannot be combined with any other parameter.
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storage-size-base 2|10
Optional. Aliasfor base.

storage-size-precision #
Optional. Aliasfor precision.

storage-size-units auto|MB|GB|TB
Optional. Aliasfor units.

temperature-scale celsius|c|fahrenheit|£
Optional. Setsthe scale for display of temperature values:

e fahrenheit or £: Temperatures are shown in degrees Fahrenheit.

e celsius or c: Temperatures are shown in degrees Celsius. Thisis the default.

timeout #
Optional. Setsthe timeout value in seconds for the login session. Valid values are 12043200 seconds
(2=720 minutes). The default is 1800 seconds (30 minutes).

trap-host IP-address
Optional. For an SNMPv3 user whose interface parameter is set to snmptarget, thisspecifiesthe P
address of the host that will receive SNMP traps.

type novice|standard|advanced|diagnostic
Optional. Identifies the user’s experience level. This parameter isinformational only and does not affect
access to commands. The default is standard.

units auto|MB|GB|TB
Optional. Setsthe unit for display of storage-space sizes:

e auto: Sizesare shown in units determined by the system. Thisis the default.
e MB: Sizes are shown in megabytes.

* GB: Sizesare shown in gigabytes.

e TB: Sizesare shown in terabytes.

Based onthe precision setting, if asizeistoo small to meaningfully display in the selected unit, the
system uses asmaller unit for that size. For example, if unitsissetto TB, precisionissetto 1, and
base isset to 10, the size 0.11709 TB isinstead shown as 117.1 GB.

name
Specifies the user account to change. A name that includes a space must be enclosed in double quotes.

Example Change the temperature scale and accessible interfaces for user jsmith.
# set user jsmith temperature-scale f interfaces wbi,cli

Change the password for user JDoe.

# set user JDoe password Abcd%1234

Change the authentication type for SNMPv3 user Traps.

# set user Traps authentication-type MD5 password Snmp%Trap

Seeaso ¢ set password
e show users
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set vdisk

Description

Min. role

Syntax

Parameters

Example

Seedso

Changes parameters for a specified vdisk. This command appliesto linear storage only.
manage

set wvdisk
[name new-namel
[owner a|b]
[spin-down-delay delay]
vdisk

name new-name
Optional. A new name for the vdisk. A name that includes a space must be enclosed in double quotes.

owner al|b
Optional. The new owner: controller A or B.

CAUTION: Before changing the owning controller for avdisk, you must stop host 1/0 to the vdisk’s
volumes. Volume mappings are not affected.

IMPORTANT: Changing ownership of avdisk while any volumesin the vdisk are mapped to live hostsis
not supported and may cause data loss or unavailability. All volumesin the vdisk must be unmapped or
attached hosts must be shut down before the ownership of avdisk is changed.

spin-down-delay delay

Optional. Setsthe period of inactivity after which the vdisk’s disks and dedicated spares automatically spin
down, from 1 to 360 minutes. Setting the delay to 1-360 minutes will enable spin down. Setting the delay to
0 will disable spin down.

Drive spin down affects disk operations as follows:

e Spun-down disks are not polled for SMART events.
» Operations requiring access to disks may be delayed while the disks are spinning back up.

NOTE: Drive spin down isnot applicableto disksin virtual pools.

vdisk
The name or serial number of the vdisk to change. A hame that includes a space must be enclosed in double
guotes.

Rename vdisk vD1 to vD2 and set its spin-down delay to 10 minutes.

# set vdisk name VD2 spin-down-delay 10 VD1

¢ show vdisks

set vdisk-spare (Deprecated)

Use add spares.
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set volume

Description

Syntax

Parameters

Example

Seedlso

Changes parameters for a volume.

set volume
[access read-write|rw|read-only|ro]
[identifying-information description]
[name new-name]
volume

access read-write|rw|read-only|ro
Deprecated—to change mapping settings, use the map volume command.

identifying-information description
Optional. A description of the volume to help ahost-side user identify it. Input rules:

Thevalueis case sensitive.

e Thevaue can have a maximum of 127 bytes, where ASCI| characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

¢ Thevaue can include spaces and printable UTF-8 characters except: " , <\

e A valuethat includes a space must be enclosed in double quotes.

name new-name

Optional. A new name for the volume. Input rules:

e Thevaueis case sensitive.

« Thevaue can have a maximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

e Thevaue caninclude spaces and printable UTF-8 charactersexcept: " , < \
* A valuethat includes a space must be enclosed in double quotes.

volume
The name or serial number of the volume to change. A name that includes a space must be enclosed in
double quotes.

Rename volume v1 to v2.

# set volume name V2 V1

Set identifying information for v3.

# set volume identifying-information "Project X data" V3

e show maps
¢ show volumes
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set volume-group

Description  Sets the name of a volume group.
Min. role manage

Syntax set volume-group
name new-name
volume-group

Parameters name new-name
A new name for the volume group. Input rules:

* Thevaueiscase sensitive.

¢ Thevaue can have a maximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

* Thevalue can include spaces and printable UTF-8 characters except: " , <\
* A valuethat includes a space must be enclosed in double quotes

volume-group
The current name of the volume group. A value that includes a space must be enclosed in double quotes.

Example Change the name of VGroup1l to MyVGroup.
# set volume-group name MyVGroup VGroupl

Seealso ¢ show volume-groups
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show advanced-settings

Description  Shows the settings for advanced system-configuration parameters.
Min. role monitor
Syntax show advanced-settings

Output Disk Group Background Scrub (v3)
Shows whether disksin disk groups are automatically checked for disk defectsto ensure system health. The
interval between a scrub finishing and starting again is specified by the Disk Group Background Scrub
Interval field.

e Disabled: Background disk-group scrub is disabled. Thisis the default.

* Enabled: Background disk-group scrub is enabled.

Vdisk Background Scrub (V2)

Shows whether disksin vdisks are automatically checked for disk defects to ensure system health. The
interval between a scrub finishing and starting again is specified by the Vdisk Background Scrub
Interval field.

* Disabled: Background vdisk scrub is disabled. Thisis the default.

e Enabled: Background vdisk scrub is enabled.

Disk Group Background Scrub Interval (v3)

Shows theinterval between background disk-group scrub finishing and starting again, from 0 to 360 hours.
The default is 24 hours.

Vdisk Background Scrub Interval (V2)
Shows the interval between background vdisk scrub finishing and starting again, from 0 to 360 hours. The
default is 24 hours.

Partner Firmware Upgrade

Shows whether component firmware versions are monitored and will be automatically updated on the
partner controller.

e Disabled: Partner firmware upgradeis disabled.

e Enabled: Partner firmware upgrade is enabled. Thisisthe default.

Utility Priority

Priority at which data-redundancy utilities, such as vdisk verify and reconstruct, run with respect to 1/0

operations competing for the system'’s processors. (This does not affect vdisk background scrub, which
aways runs at “background” priority.)

e High: Utilities have higher priority than host I/O. This can cause heavy 1/0 to be slower than normal.
Thisisthe default.
e Medium: Utility performance is balanced with host I/O performance.

¢ Low: Utilitiesrun at aslower rate with minimal effect on host I/0O.

SMART

Shows whether SMART (Self-Monitoring Analysis and Reporting Technology) is enabled or disabled for

disks.

e Detect-0Only: Eachdiskinthe systemretainsitsindividual SMART setting, aswill new disks added
to the system.

e Enabled: SMART isenabled for al disksin the system and will be enabled for new disks added to the
system. Thisisthe default.

* Disabled: SMART isdisabled for al disksin the system and will be disabled for new disks added to
the system.
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Dynamic Spare Configuration

Shows whether the storage system will automatically use a compatible disk as a spare to replace afailed
disk in avdisk if no compatible spareisavailable.

e Disabled: Thedynamic sparesfeatureis disabled. Thisisthe default.

* Enabled: Thedynamic sparesfeatureis enabled.

Enclosure Polling Rate

Showsthe interval in seconds at which the storage system will poll each enclosure's Enclosure Management
Processor (EMP) for status changes, from 5 to 3600 seconds. The default is 5 seconds.

Host Control of Caching

Shows whether hosts are allowed to usethe SCSTI MODE SELECT command to change the storage

system's write-back cache setting.

e Disabled: Host control of caching is disabled. Thisisthe default.

e Enabled: Host control of caching is enabled.

Sync Cache Mode

Shows how the SCST SYNCHRONIZE CACHE command ishandled:

* Immediate: Good statusis returned immediately and cache content is unchanged.

e Flush To Disk: Good statusisreturned only after all write-back datafor the specified volume is
flushed to disk.

Independent Cache Performance Mode
Shows the cache redundancy mode for a dual-controller storage system.

* Disabled: Controller failover isenabled and datain acontroller’swrite-back cache is mirrored to the
partner controller. Thisisthe default.

e Enabled: The controllers use Independent Cache Performance Mode, in which controller failover is
disabled and datain a controller’s write-back cacheis not mirrored to the partner controller. This
improves write performance at the risk of losing unwritten dataif a controller failure occurs while there
is datain controller cache.

Missing LUN Response
Shows whether host drivers may probe for LUNs until the host drivers reach the LUN to which they have
access.

* Not Ready: Sendsareply that thereisaLUN where a gap has been created but that it's “ not ready.”
Sense datareturned is sensekey = 2, code = 4, qualifier = 3. Thisisthe defaullt.

e Illegal Request: Sendsareply that thereisaLUN but that the request is“illegal.” Sense data
returned is sensekey = 5, code = 25h, qualifier = 0.

Controller Failure
Shows whether the cache policy will change from write-back to write-through when a controller fails.

e Disabled: Thecontroller failure trigger is disabled. Thisisthe default.
e Enabled: Thecontroller failuretrigger is enabled.

Supercap Failure
Shows whether the cache policy will change from write-back to write-through when the supercapacitor that
provides backup power for cacheis not fully charged or fails.

¢ Disabled: The supercapacitor failure trigger is disabled.
* Enabled: The supercapacitor failure trigger is enabled. Thisis the defaullt.
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CompactFlash Failure

Shows whether the cache policy will change from write-back to write-through when CompactFlash
memory is not detected during POST (Power-On Self-Test), fails during POST, or fails during controller
operation.

e Disabled: The CompactFlash failure trigger is disabled.

* Enabled: The CompactFlash failure trigger is enabled. Thisisthe default.

Power Supply Failure

Shows whether the cache policy will change from write-back to write-through when a power supply fails.
e Disabled: The power-supply failure trigger is disabled. Thisis the default.

e Enabled: The power-supply failuretrigger is enabled.

Fan Failure

Shows whether the cache policy will change from write-back to write-through when afan fails.

* Disabled: Thefan failuretrigger isdisabled. Thisis the default.

e Enabled: Thefan failure trigger is enabled.

Temperature Exceeded

Shows whether the system will shut down a controller when its temperature exceeds the critical operating
range.

e Disabled: The over-temperature failure trigger is disabled. Thisisthe default.

* Enabled: The over-temperature failure trigger is enabled.

Partner Notify
Shows whether the partner controller will be notified when atrigger condition occurs.

e Disabled: Notification is disabled. The partner controller will continue using its current caching
mode. Thisis the default.

e Enabled: Natification is enabled. The partner controller will change to write-through mode for better
data protection.

Auto Write Back

Shows whether the cache mode will change from write-through to write-back when the trigger condition is
cleared.

e Disabled: Auto-write-back is disabled.

e Enabled: Auto-write-back is enabled. Thisisthe default.

Inactive Drive Spin Down

Shows whether available disks and global spares will spin down after a period of inactivity shown by the
Inactive Drive Spin Down Delay field.

e Disabled: Drive spin down for available disks and global sparesis disabled. Thisisthe default.

e Enabled: Drive spin down for available disks and global sparesis enabled.

Inactive Drive Spin Down Delay

Shows the period of inactivity in minutes after which available disks and global spareswill spin down, from
1 to 360 minutes. The value 0 means spin down is disabled. The default is 15 minutes.

Disk Background Scrub
Shows whether disks that are not in vdisks are automatically checked for disk defects to ensure system
health. The interval between background disk scrub finishing and starting again is 72 hours.

e Disabled: Background disk scrub is disabled. Thisisthe default.
e Enabled: Background disk scrub is enabled.
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Managed Logs

Shows whether the managed |ogs feature is enabled, which allows log files to be transferred from the
storage system to alog collection system to avoid losing diagnostic data as logsfill.

e Disabled: The managed logs featureis disabled. Thisisthe default.

* Enabled: The managed logs featureis enabled.

Single Controller Mode

For a2U12 or 2U24 system that had two controller modules but now has only one and is intended to be
used as a single-controller system, this property shows whether the operating/redundancy mode is set to
Single Controller. This prevents the system from reporting the absent partner controller as an error
condition. This parameter does not affect any other system settings. Installing a second, functional
controller module will change the mode to Active-Active ULP.

* Enabled: Single Controller modeis enabled.

e Disabled: Single Controller mode is disabled.

Auto Stall Recovery

Shows whether the auto-stall recovery feature is enabled, which detects situations where a controller stall is
preventing 1/0O operations from completing, and recovers the system so that at least one controller is

operational, thus avoiding data-unavailability situations. This feature focuses on Active-Active I/O stalls
and failover/recovery stalls. When a stall is detected, event 531 is logged.

* Disabled: Auto-stall recovery isdisabled. The system will constantly perform auto-stall detection in
the background but will not automatically perform recovery actions.

e Enabled: Auto-stall recovery is enabled. The system will constantly perform auto-stall detection in
the background and automatically perform recovery actions.

Example Show advanced system-configuration settings.

# show advanced-settings

Basetypes « advanced-settings-table
e dtatus

Seeadlso ¢ set advanced-settings

show auto-write-through-trigger (Deprecated)

Use show advanced-settings.

show awt (Deprecated)

See show auto-write-through-trigger (Deprecated).
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show cache-parameters

Description

Min. role

Syntax

Parameters

Output

Shows cache settings and status for the system and optionally for a volume.
monitor

show cache-parameters
[volume]

volume
Optional. Name or serial number of the volume for which to show settings. A name that includes a space
must be enclosed in double quotes. If this parameter is not specified, only system-wide settings are shown.

System cache parameters:

Operation Mode
Shows the system’s operating mode, also called the cache redundancy mode:

e Independent Cache Performance Mode: For adual-controller system, controller failoveris
disabled and datain a controller’s write-back cacheis not mirrored to the partner controller. This
improves write performance at the risk of losing unwritten dataif a controller failure occurs while there
is datain controller cache.

* Active-Active ULP: Both controllersare active using ULP (Unified LUN Presentation). Data for
volumes configured to use write-back cache is automatically mirrored between the two controllers to
provide fault tolerance.

e Single Controller: Thereisonly asingle controller in the enclosure.

* Failed Over: Operation hasfailed over to one controller because its partner is not operational. The
system has lost redundancy.

e Down: Both controllers are not operational.
Controller cache parameters:

Write Back Status

Shows the current, system-wide cache policy as determined by auto-write-through logic. Thisvalueis not
settable by users. If an auto-write-through trigger condition (such as a CompactFlash failure) is met, the
cache policy for al volumes changes to write-through, overriding the volume-specific settings. When the
problem is corrected, the cache policy reverts to the value configured for each individual volume.

* Enabled: Write-back. Thisisthe normal state.

e Disabled: Write-through.

e Not up: Thecontroller isnot up.
CompactFlash Status

* Not Installed: The CompactFlash cardis not installed.
e 1Installed: The CompactFlash card isinstalled.

CompactFlash Health

* OK

* Degraded
e Fault

e N/A

e Unknown
Cache Flush

e Enabled: If the controller loses power, it will automatically write cache data to the CompactFlash
card. Cache flush is normally enabled, but is temporarily disabled during controller shut down.

e Disabled: Cacheflushisdisabled.
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Volume cache parameters:

Serial Number
If avolumeis specified, its serial number.

Name
If avolume is specified, its name.

Cache Write Policy
If avolumeis specified, its cache write policy:

* write-back: Write-back caching does not wait for datato be completely written to disk before
signaling the host that the writeis complete. Thisisthe preferred setting for afault-tolerant environment
because it improves the performance of write operations and throughput. Thisis the default.

e write-through: Write-through caching significantly impacts performance by waiting for datato be
completely written to disk before signaling the host that the write is complete. Use this setting only
when operating in an environment with low or no fault tolerance.

Cache Optimization
If avolumeis specified, its cache optimization mode:

e standard: Optimizes cache for both sequential and random reads. Appropriate for applications that
read and write small filesin random order, such as transaction-based and database update applications.
Thisisthe default.

* no-mirror: When thismodeis enabled, each controller stops mirroring its cache metadata to the
partner controller. Thisimproves write I/O response time but at the risk of losing data during afailover.
UL P behavior is not affected, with the exception that during failover any write datain cache will belost.

Read Ahead Size
If avolume is specified, its read-ahead cache setting:
e Disabled: Read-ahead is disabled.

* Adaptive: Adaptive read-ahead is enabled, which allows the controller to dynamically calculate the
optimum read-ahead size for the current workload.

e Stripe: Read-ahead is set to one stripe. The controllerstreat non-RAID and RAID-1 vdisksinternally
asif they have a stripe size of 512 KB, even though they are not striped.

e 512 KB,1 MB,2 MB,4 MB,8 MB,16 MB,oOr 32 MB: Size selected by auser.
Example Show the cache parameters for the system and for volume v1.
# show cache-parameters V1

Basetypes ¢ cache-settings
e cache-parameter
e status

Seealso ¢ set cache-parameters
e show volumes
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show certificate

Description Shows the status of the system’s security certificate.
Min. role manage

Syntax show certificate
[a|b|both]

Parameters a|b|both
Optional. Specifies whether to show information for controller A, B, or both. If this parameter is omitted,
information is shown for both controllers.

Output Certificate Status

e Customer-supplied: The controller is using a certificate that you have uploaded.
* System-generated: The controller isusing system-generated certificates.

e Unknown status: The controller's certificate cannot be read. This most often occurs when a
controller isrestarting or the certificate replacement processis still in process.

Time Created
Date and timein theformat year-month-day hour:minutes: seconds when the certificate was
created.

Example Show certificate status for the system.

# show certificate
Basetypes ¢ certificate-status
Seedso ¢ create certificate

show channels (Deprecated)

Use show ports.
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show chap-records

Description For iSCSI, shows all CHAP records or the record for a specific originator. This command is permitted
whether or not CHAP is enabled.

Min. role monitor

Syntax show chap-records
[name originator-namel
[show-secrets]

Parameters name originator-name
Optional. The originator name, typically in IQN format. If this parameter is omitted, all CHAP records are
shown.

show-secrets
Optional. Minimum role: manage. Shows Initiator Secret andMutual CHAP Secret values
in command output. If this parameter is omitted, secret values are not shown.

Output Initiator Name
The originator name.

Initiator Secret
The secret that the recipient uses to authenticate the originator.

Mutual CHAP Name
For mutual CHAP, the recipient name.

Mutual CHAP Secret
For mutual CHAP, the secret that the originator uses to authenticate the recipient.

Example Asauser with themonitor role, show the CHAP record for a specific host initiator.
# show chap-records name ign.1991-05.com.microsoft:myhost.domain
Asauser with the manage role, show the CHAP record for a specific host initiator.
# show chap-records name ign.1991-05.com.microsoft:myhost.domain show-secrets

Basetypes ¢ chap-records
e sStatus

Seedso

create chap-record

e delete chap-records

e set chap-record

e show iscsi-parameters
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show cli-parameters

Description  Shows the current CL1 session preferences.
Min. role monitor
Syntax show cli-parameters

Output Timeout
Thetime in seconds that the session can be idle before it automatically ends. Valid values are 120-43200
seconds (2—720 minutes). The default is 1800 seconds (30 minutes).

Output Format

e Console: Supportsinteractive use of the CLI by displaying command output in easily readable
format. Thisformat automatically sizes fields according to content and adjusts content to window
resizes. Thisisthe default.

e api: Supports scripting by displaying command output in XML. All objects are displayed at the same
level, related by COMP elements.

e api-embed: Alternate form of XML output which displays“child” objects embedded (indented)
under “parent” objects.

e ipa: Alternate form of XML output.

* json: Alternate data-interchange format.

Brief Mode

e Enabled: In XML output, shows a subset of attributes of object properties. The name and type
attributes are always shown.

e Disabled: In XML output, shows al attributes of object properties. Thisis the default.

Base

The base for entry and display of storage-space sizes:

e 2! Sizesare shown as powers of 2, using 1024 as adivisor for each magnitude.

e 10: Sizesare shown as powers of 10, using 1000 as a divisor for each magnitude. Thisis the default.

Operating systems usually show volume size in base 2. Disk drives usually show size in base 10. Memory
(RAM and ROM) size is aways shown in base 2.

Pager

e Enabled: Halts output after each full screen to wait for keyboard input. Thisis the default.

e Disabled: Output is not halted. When displaying output in XML API format, which isintended for
scripting, disable paging.

Locale

The display language. The default is English.

Precision
The number of decimal places (1-10) shown for display of storage-space sizes. The default is 1.

Units

The unit for display of storage-space sizes:

* Auto: Sizesare shown in units determined by the system. Thisis the default.

e MB: Sizesare shown in megabytes.

e GB: Sizesare shown in gigabytes.

e TB: Sizesare shown in terabytes.

Based on the precision setting, if asizeistoo small to meaningfully display in the selected unit, the system

uses a smaller unit for that size. For example, if Unitsissetto TB, Precisionissetto 1, and Base is
set to 10, the size 0.11709 TB isinstead shown as 117.1 GB.
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Temperature Scale
e Fahrenheit: Temperatures are shown in degrees Fahrenheit.
e Celsius: Temperatures are shown in degrees Celsius. Thisis the default.

Management Mode
The management mode, which controls the terminology used in command output and system messages,
that is being used in the current CL1 session. This setting does not affect access to commands.

e v2: Usesterminology that is oriented to managing linear storage. For example, vdisk for disk groups
and pools.

* v3: Usesterminology that is oriented to managing virtual and linear storage. For example, disk group
for disk groups and pool for pools.

To see the default management mode, use the show protocols command.
Example Show current CLI settings.
# show cli-parameters

Basetypes « cli-parameters
e dStatus

Seeaso ¢ setcli-parameters
« show protocols
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show configuration

Description  Shows system configuration information.

NOTE: Output for thiscommand is lengthy. To control whether the output halts after each full screen to
wait for keyboard input, enable or disable the pager parameter of the set cli-parameters command.

Min. role monitor
Syntax show configuration

Output « System information from show system
e Controller information from show controllers
¢ Controller firmware and hardware version information from show versionswith the detail parameter
* Host and expansion port information from show ports
» Disk information from show disks
e Disk-dot information from show disks with the enc1 parameter
e Vdisk information from show vdisks
» Disk-group information from show disk-groups
¢ Pool information from show pools
« Enclosure information from show enclosures
¢ Field-replaceable unit (FRU) information from show frus

Show information about the system configuration.
# show configuration

Basetypes ¢ system
« controllers

e versions

e port

e drives

e enclosure-list
e virtual-disks
« disk-groups

e pools

* enclosures
¢ enclosure-fru
e Status
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show controller-date

Description

Min. role

Syntax
Output

Example

Basetypes

Seealso

Shows the system’s current date and time.

monitor

show controller-date

Controller Date

Date and timeintheformat year-month-day hour:minutes:seconds.

Time-Zone Offset
The system’stime zone as an offset in hours and minutes from Coordinated Universal Time (UTC). Thisis

shown only if NTPis enabled.
Show the system date and time.

#

show controller-date

time-settings-table
status

set controller-date
set ntp-parameters
show ntp-status
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show controllers

Description  Shows information about each controller module in the storage system.
Min. role monitor
Syntax show controllers

Output Controller ID

« A: Controller A.
« B: Controller B.

Serial Number

¢ Serial number of the controller module.
e Not Available: The controller moduleisdown or not installed.

Hardware Version
Controller module hardware version.

CPLD Version
Complex Programmable Logic Device firmware version.

MAC Address
Controller network port MAC address.

WWNN
Storage system World Wide Node Name (WWNN).

IP Address
Controller network port | P address.

IP Subnet Mask
Controller network port | P subnet mask.

IP Gateway
Controller network port gateway 1P address.

Disks
Number of disksin the storage system.

Virtual Pools
Number of virtual poolsin the storage system.

Disk Groups (V3)
Number of disk groupsin the storage system.

vdisks (V2)
Number of vdisksin the storage system.

Cache Memory Size (MB)
Controller module cache memory size (MB).

Host Ports
Number of host ports in the controller module.

Disk Channels
Number of expansion portsin the controller enclosure.

Disk Bus Type
Type of interface between the controller module and disks:

* SAS
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Status

* Operational
e Down
* Not Installed

e Unknown

Failed Over to This Controller
Indicates whether the partner controller has failed over to this controller:

e No: The partner controller has not failed over to this controller.

e Yes: Thepartner controller has either failed or been shut down, and its responsibilities have been taken
over by thiscontroller. There will be adelay between the timethat the value of Status becomesDown
for one controller and the time that the value of Failed Over to This Controller becomes
Yes for the other controller. Thistime period is the time that it takes for a controller to take over the
responsibilities of its partner.

Fail Over Reason
If Failed Over to This Controller iSYes, areason for thefailover appears; otherwise, Not
applicable appears.

Health

¢ OK

* Degraded
¢ Fault

e N/A

e Unknown

Health Reason
If Hedlth is not OK, this field shows the reason for the health state.

Health Recommendation
If Health is not OK, thisfield shows recommended actions to take to resolve the health issue.

Position
Position of the controller in the enclosure:

e Top: The controller isin the top dot.
* Bottom: Thecontroller isin the bottom slot.

Phy Isolation
Shows whether the automatic disabling of SAS expander PHY s having high error countsis enabled or
disabled for this controller.

e Enabled: PHY faultisolation isenabled. Thisisthe default.
e Disabled: PHY faultisolation is disabled.
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Controller Redundancy Mode
Shows the system’s operating mode, also called the cache redundancy mode:

Independent Cache Performance Mode: For adual-controller system, controller failover is
disabled and datain a controller’s write-back cacheis not mirrored to the partner controller. This
improves write performance at the risk of losing unwritten dataif a controller failure occurs while there
is datain controller cache.

Active-Active ULP: Both controllers are active using ULP (Unified LUN Presentation). Data for
volumes configured to use write-back cache is automatically mirrored between the two controllers to
provide fault tolerance.

Single Controller: Theenclosure containsasingle controller.

Failed Over: Operation hasfailed over to one controller because its partner is not operational. The
system has lost redundancy.

Down: Both controllers are not operational.

Controller Redundancy Status

Redundant with independent cache: Both controllersare operational but are not mirroring
their cache metadata to each other.

Redundant: Both controllers are operational.

Operational but not redundant: |nactive-active mode, one controller isoperational and the
other is offline. In single-controller mode, the controller is operational.

Down: This controller isnot operational.
Unknown: Statusinformation is not available.

Example Show controller information.

#

Basetypes

Seealso -

show controllers

controllers
status

show configuration
show frus
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show controller-statistics

Description

Min. role

Syntax

Parameters

Output

Example

Basetypes

See also

Shows live performance statistics for controller modules. For controller performance statistics, the system
samples live data every 15 seconds.

Statistics shown only in XML API output are described in "XML API basetype properties’ (page 376).
monitor

show controller-statistics
[a|b|both]
a|b|both
Optional. Specifies whether to show information for controller A, B, or both. If this parameter is omitted,
information is shown for both controllers.

Durable ID
The controller ID intheform controller ID.

CPU Load
The percentage of time the CPU is busy, from 0 to 100.

Power On Time (Secs)
The number of seconds since the controller was restarted.

Bytes per second
The data transfer rate calculated over the interval since these statistics were last requested or reset. This
value will be zero if it has not been requested or reset since a controller restart.

I0PS
Theinput/output operations per second, calculated over theinterval since these statistics were last requested
or reset. Thisvalue will be zero if it has not been requested or reset since a controller restart.

Reads
The number of read operations since these statistics were last reset or since the controller was restarted.

Writes
The number of write operations since these statistics were last reset or since the controller was restarted.

Data Read
The amount of data read since these statistics were last reset or since the controller was restarted.

Data Written
The amount of datawritten since these statistics were last reset or since the controller was restarted.

Num Forwarded Cmds

The current count of commands that are being forwarded or are queued to be forwarded to the partner
controller for processing. This value will be zero if no commands are being forwarded or are queued to be
forwarded.

Reset Time
The date and time, intheformat year-month-day hour:minutes: seconds, when these statistics
were last reset, either by auser or by a controller restart.

Total Power On Hours
The total amount of hours the controller has been powered on initslife time.

Show statistics for controller A.
# show controller-statistics a

e controller-statistics
¢ status

e reset dl-statistics
e reset controller-statistics
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show debug-log-parameters

Description  Shows which debug message types are enabled (On) or disabled (0£ £) for inclusion in the Storage
Controller debug log. For use by or with direction from technical support.

Min. role monitor
Syntax show debug-log-parameters

Output * host: Host interface debug messages. Enabled by default.
* disk: Disk interface debug messages. Enabled by default.
* mem: Internal memory debug messages. Disabled by default.
» fo: Failover and recovery debug messages. Enabled by default.
* msg: Inter-controller message debug messages. Enabled by defaullt.
* ioa:l/Ointerface driver debug messages (standard). Enabled by default.
e iob: I/Ointerface driver debug messages (resource counts). Disabled by default.
* ioc: l/Ointerface driver debug messages (upper layer, verbose). Disabled by default.
e iod: I/Ointerface driver debug messages (lower layer, verbose). Disabled by default.
* misc: Internal debug messages. Enabled by default.
« rcm: Removable-component manager debug messages. Disabled by default.
e raid: RAID debug messages. Enabled by default.
e cache: Cache debug messages. Enabled by default.
» emp: Enclosure Management Processor debug messages. Enabled by default.
e capi: Interna Configuration APl debug messages. Enabled by default.
e mui: Internal service interface debug messages. Enabled by default.
e bkcfg: Internal configuration debug messages. Enabled by defaullt.
* awt: Auto-write-through cache triggers debug messages. Disabled by default.
e res2: Interna debug messages. Disabled by default.
* capi2: Internal Configuration API tracing debug messages. Disabled by default.
* dms: Snapshot feature debug messages. Enabled by default.
e fruid: FRU ID debug messages. Enabled by defaullt.
* resmgr: Reservation Manager debug messages. Disabled by default.
e init:Not used.
» ps: Paged storage. Enabled by default.
* hb: Not used.

Example Show debug log parameters.
# show debug-log-parameters

Basetypes ¢ debug-log-parameters
e dtatus

Seedso

set debug-log-parameters
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show disk-groups

Description

Min. role

Syntax

Parameters

Output

Shows information about disk groups. The command will show information for all disk groups by default,
or you can use parameters to filter the output.

monitor

show disk-groups
[pool pooll
[disk-groups]

pool pool

Optional. Specifies the name or serial number of the pool that contains the disk groups for which to show
information. A name that includes a space must be enclosed in double quotes. If this parameter is omitted,
information is shown for disk groupsin all pools.

disk-groups

Optional. A comma-separated list of the names or serial numbers of the disk groups for which to show
information. A name that includes a space must be enclosed in double quotes. If this parameter is omitted,
information is shown for all disk groups.

Properties are described in alphabetical order.

[

% of Pool
The percentage of pool capacity that the disk group occupies.

Action
If Hedlth is not OK, this field shows recommended actions to take to resolve the health issue.

Chk

« For RAID levels except NRAID, RAID 1, and RAID 50, the configured chunk size for the disk group.
e For NRAID and RAID 1, chunk-size has no meaning and is therefore shown as not applicable (N/2).

» For RAID 50, the disk-group chunk size calculated as: configured-chunk-size x (subgroup-members -
1). For adisk group configured to use 32-KB chunk size and 4-disk subgroups, the value would be 96k
(32KB x 3).

Class

e Linear: Thedisk group actsas alinear pool.
e Virtual: Thedisk groupisinavirtual pool.

Disks
The number of disksin the disk group.

Free
The amount of free space in the disk group, formatted to use the current base, precision, and units.

Health

¢ OK

* Degraded
¢ Fault

e N/A

e Unknown
Job%

e 0%-99%: Percent complete of running job
« Blank if nojob isrunning (job has completed)
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Jobs

Shows whether ajob is running and its percent complete.

e CPYBK: Thedisk group is being used in a copyback operation.

e DRSC: A disk isbeing scrubbed.

e EXPD: Thedisk group is being expanded.

e INIT: Thedisk groupisinitializing.

e RCON: Thedisk group is being reconstructed.

e VDRAIN: Thevirtua disk group is being removed and its datais being drained to another disk group.
e VPREP: Thevirtual disk group isbeing prepared for use in avirtua pool.

e VRECV: Thevirtual disk group is being recovered to restore its membership in the virtual pool.
e VREMV: Thedisk group and its data are being removed.

e VRFY: Thedisk group is being verified.

e VRSC: Thedisk group is being scrubbed.

e Blank if nojob isrunning.

Name
The name of the disk group.

own
Either the preferred owner during normal operation or the partner controller when the preferred owner is
offline.

Pool
The name of the pool that contains the disk group.

Pref
Controller that owns the disk group and its volumes during normal operation.

RAID
The RAID level of the disk group.

Reason
If Hedlth is not OK, thisfield shows the reason for the health state.

SD Delay
For alinear disk group, the period of inactivity after which the disks and dedicated spareswill automatically
spin down, from 1 to 360 minutes. The value 0 means spin down is disabled.

Serial Number
The serial number of the disk group.

Size

The capacity of the disk group, formatted to use the current base, precision, and units.

Spin Down

e Disabled: DSD isdisabled for the disk group. Thisisthe default.

e Enabled - all spinning: DSD isenabled for the disk group.

e Partial spin-down: DSD isenabled for the disk group and its disks are partially spun down to

CONServe power.

e Full spin-down: DSD isenabled for the disk group and its disks are fully spun down to conserve
power.

Spr

For alinear disk group, the number of spares assigned to the group.
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Example

Basetypes

Seedso

Status

CRIT: Critical. Thedisk group is online but isn't fault tolerant because some of its disks are down.
DMGD: Damaged. The disk group is online and fault tolerant, but some of its disks are damaged.

FTDN: Fault tolerant with adown disk. The disk group is online and fault tolerant, but some of its disks
are down.

FTOL: Fault tolerant and online.
MSNG: Missing. The disk group is online and fault tolerant, but some of its disks are missing.

OFFL: Offline. Either the disk group isusing offlineinitialization, or its disks are down and data may be
lost.

QTCR: Quarantined critical. The disk group is critical with at least one inaccessible disk. For example,
two disks are inaccessible in a RAID-6 disk group or one disk isinaccessible for other fault-tolerant
RAID levels. If the inaccessible disks come online or if after 60 seconds from being quarantined the
disk group is QTCR or QTDN, the disk group is automatically dequarantined.

QTDN: Quarantined with a down disk. The RAID-6 disk group has one inaccessible disk. The disk
group is fault tolerant but degraded. If the inaccessible disks come online or if after 60 seconds from
being quarantined the disk group is QTCR or QTDN, the disk group is automatically dequarantined.

QTOF: Quarantined offline. The disk group is offline with multiple inaccessible disks causing user data
to beincomplete, or isan NRAID or RAID-0 disk group.

STOP: The disk group is stopped.
UNKN: Unknown.
UP: Up. The disk group is online and does not have fault-tolerant attributes.

Tier

Performance: Thedisk group isin the highest storage tier, which uses SSDs (high speed, low
capacity).

Standard: Thedisk group isin the storagetier that uses enterprise-class spinning SA S disks (10k/15k
RPM, higher capacity).

Archive: Thedisk group isin the lowest storage tier, which uses midline spinning SAS disks (<10k
RPM, high capacity).

Read Cache: Thediskisan SSD providing high-speed read cache for a storage pool.

Show information about all disk groups.

# show disk-groups pool A

Show information about disk group dg0002 in pool B.

# show disk-groups pool B dg0002

disk-groups
status

show disks
show pools
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show disk-group-statistics

Description Shows live performance statistics for disk groups. The command will show information for al disk groups
by default, or you can use parametersto filter the output. For disk-group performance statistics, the system
samples live data every 30 seconds.

Properties shown only in XML API format are described in "XML API basetype properties’ (page 376).
Min. role monitor

Syntax show disk-group-statistics
[disk-group disk-groupl
[type linear|virtuall

Parameters disk-group disk-group
Optional. Specifies the disk group for which to show information. If this parameter is omitted, information
will be shown for all disk groups. A value that includes a space must be enclosed in double quotes.

type linear|virtual
Optional. Specifies whether to show information for linear disk groups or for virtual disk groups. If this
parameter is omitted, information will be shown for both types.

Output Name
The name of the disk group.

Time (ms) Since Reset
The amount of time, in milliseconds, since these statistics were last reset, either by a user or by a controller
restart.

Reads
Number of read operations since these statistics were last reset or since the controller was restarted.

Writes
Number of write operations since these statistics were last reset or since the controller was restarted.

Data Read
Amount of data read since these statistics were |ast reset or since the controller was restarted.

Data Written
Amount of data written since these statistics were last reset or since the controller was restarted.

Bytes per second
Datatransfer rate calculated over the interval since these statistics were last requested or reset. Thisvalue
will be zero if it has not been requested or reset since a controller restart.

I0PS
Input/output operations per second, calculated over the interval since these statistics were last requested or
reset. Thisvalue will be zero if it has not been requested or reset since a controller restart.

242  Alphabetical list of commands



Example

Basetypes

See also

I/0 Resp Time
Average response time in microseconds for read and write operations, calculated over the interval since
these statistics were last requested or reset.

Read Resp Time
Average response time in microseconds for all read operations, calculated over the interval since these
statistics were last requested or reset.

Write Resp Time
Average response time in microseconds for all write operations, calculated over the interval since these
statistics were last requested or reset.

Pages Allocated per Min
Shown for avirtua disk group. Therate, in pages per minute, at which pages are allocated to volumesin the
disk group because they need more space to store data.

Pages Deallocated per Min
Shown for avirtual disk group. Therate, in pages per minute, at which pages are deall ocated from volumes
in the disk group because they no longer need the space to store data.

Pages Reclaimed
Shown for avirtual disk group. The number of 4-MB pages that have been automatically reclaimed and
deallocated because they are empty (they contain only zeroes for data).

Pages Unmapped per Minute

Shown for avirtual disk group. The number of 4-MB pages that host systems have unmapped per minute,
through use of the SCSI unmap command, to free storage space as aresult of deleting files or formatting
volumes on the host.

Show live performance statistics for all disk groups.

# show disk-group-statistics

Show live performance statistics for disk group dg0001.
# show disk-group-statistics dg0001

o disk-group-statistics

e status

e reset all-statistics

* reset disk-group-statistics

e show disk-groups

e show disk-statistics
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show disk-parameters

Description

Min. role

Syntax
Output

Example

Basetypes

Seedso

Shows disk settings.
monitor
show disk-parameters

SMART
Shows whether SMART (Self-Monitoring Analysis and Reporting Technology) is enabled or disabled for
disks.

e Detect-0Only: Eachdisk inthe system retainsitsindividual SMART setting, aswill new disks added
to the system.

* Enabled: SMART isenabled for al disksin the system and will be enabled for new disks added to the
system. Thisisthe default.

e Disabled: SMART isdisabled for all disksin the system and will be disabled for new disks added to
the system.

Drive Write Back Cache

e Disabled: Disk write-back cacheis disabled for all disksin the system and will be disabled for new
disks added to the system. This parameter cannot be changed.

Timeout Retry Maximum
Maximum number of times a timed-out 1/O operation can be retried before the operation is failed.

Attempt Timeout
Number of seconds before an I/O operation is aborted and possibly retried.

Overall Timeout
Total time in seconds before an 1/O operation is failed regardless of the Attempt Timeout and
Timeout Retry Maximum Seftings.

Inactive Drive Spin Down
Shows whether available disks and global spareswill spin down after a period of inactivity shown by the
Inactive Drive Spin Down Delay field.

e Disabled: Drive spin down for available disks and global sparesisdisabled. Thisisthe default.
e Enabled: Drive spin down for available disks and global sparesis enabled.

Inactive Drive Spin Down Delay
Showsthe period of inactivity in minutes after which available disks and global spareswill spin down, from
1 to 360 minutes. The value 0 means spin down is disabled. The default is 15 minutes.

Show disk settings.
# show disk-parameters

e drive-parameters
e dtatus

e et disk-parameters
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show disks

Description  Shows information about all disks or disk slotsin the storage system. If no parameter is specified, the
command shows information for all installed disks.

NOTE: Inconsole format, to aid reading, disks are sorted to display in order by enclosure and disk
number. In API formats, output is not sorted because it is expected to be manipulated by a host application.

Min. role monitor

Syntax To show information about disks:

show disks
[disk-group disk-group] | [vdisk vdisk] | [disks]
[detail] | [fde] | [perf] | [temp]

To show information about all disk Slots:

show disks encl

Parameters detail
Optional. This parameter shows additional detail about the disk.

disk-group disk-group
Optional. The name or serial number of the disk group that contains the disks about which to show
information. A value that includes a space must be enclosed in double quotes.

encl
Optional. Shows information about each disk dot, whether it contains adisk or not. If you specify this
parameter with other parameters, they will be ignored.

fde
Optional. For all or specified disks, this option shows Full Disk Encryption information. Information shown
includes the FDE state and lock key ID.

perf

Optional. For all or specified disks, this parameter shows performance statistics from the latest historical
sample for each disk. Statistics shown include total 1/0s (reads and writes), total amount of data transferred,
and average 1/0 response time.

temp
Optional. Shows the temperature for all installed disks.

vdisk vdisk
Optional. Shows information about disksin the specified vdisk. A nhame that includes a space must be
enclosed in double quotes.

disks
Optional. Either:

e A comma-separated list of the IDs or serial numbers of disks about which to show information. For disk
syntax, see "Command syntax” (page 23).
e all: Showsinformation about all installed disks.

* free: Showsinformation about all disks that are available.
Output Properties are described in alphabetical order.

Action
Shown by default or by the £de or perf parameter. If Health is not OK, thisfield shows recommended
actions to take to resolve the health issue.
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Copyback State

Shown by the detail parameter. The state of the disk (source or destination) if it isinvolved ina
copyback operation.

e From: Thisdisk isbeing used as the source of acopyback operation.

e To: Thisdisk isbeing used as the target of a copyback operation.

e N/A: Thisdisk isnot being used in a copyback operation.

Current Job
Shown by the detail parameter. See Jobs, below.

Data Transferred
Shown by the per £ parameter. The total number of bytes transferred.

Description

Shown by default or by thedetail or £de of perf parameter.
e SAS: Enterprise SAS

e SAs MDL: Midline SAS

* sSAS: SASSSD

Disk Group (V3)
Shown by default or by the detail parameter. The name of the disk group that contains the disk.

Drive Spin Down Count
Shown by the detail parameter. The number of timesthe DSD feature has spun down this disk.

Encl
Shown by the enc1 parameter. The number of the enclosure where the disk is located.

FDE State

Shown by the detail or £de parameter. The FDE state of the disk:

e Unknown: The FDE stateis unknown.

* Not FDE Capable: Thediskisnot FDE-capable.

e Not Secured: Thedisk isnot secured.

e Secured, Unlocked: Thesystemis secured and the disk is unlocked.

* Secured, Locked: Thesystemissecured and thedisk islocked to data access, preventing its use.
e FDE Protocol Failure: A temporary state that can occur while the system is securing the disk.

Health

Shown by default or by thedetail or £de or perf parameter.
e OK

* Degraded

e Fault

e N/A

e Unknown

Health Reason
Shown by the detail parameter. See Reason, below.

Health Recommendation
Shown by the detail parameter. See Act ion, above.

I/0 Resp Time
Shown by the per £ parameter. The average time in microseconds to complete 1/0.
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Jobs

Shown by defaullt.

e CPYBK: Thedisk isbheing used in a copyback operation.

e DRSC: Thedisk is being scrubbed.

e EXPD: Thedisk group is being expanded.

e INIT: Thedisk group isbeinginitiaized.

e RCON: Thedisk group is being reconstructed.

e VDRAIN: Thevirtua disk group is being removed and its datais being drained to another disk group.
e VPREP: Thevirtual disk group is being prepared for use in avirtual pool.
e VRECV: Thevirtual disk group is being recovered to restore its membership in the virtual pool.
e VREMV: Thedisk group and its data are being removed.

e VRFY: Thedisk group is being verified.

e VRSC: Thedisk group is being scrubbed.

e Blank if nojob isrunning.

LED Status

Shown by thedetail parameter. The disk LED status:

e Rebuild: Thedisk'sdisk group is being reconstructed.

e Fault: Thedisk hasafault.

e 1ID: Thelocator LED isilluminated to identify the disk.

* Remove: Thedisk isready to be removed from the enclosure.

e Blank if thedisk is not part of avdisk or is spun down.

Location

Shown by default and by any parameter except enc1. The disk location in the format
enclosure-ID.slot-number.

Lock Key ID
Shown by the £de parameter. The current lock key ID.

Model
Shown by the enc1 parameter. The model number of the disk.

Pool
Shown by default. The name of the pool that contains the disk.

Pool Name
Shown by the detail parameter. See Pool, above.

Power On Hours
Shown by thedetail parameter. Thetotal number of hoursthat the disk has been powered on since it was
manufactured. Thisvalueis stored in disk metadata and is updated in 30-minute increments.

Reason
Shown by default or by thedetail or £de or perf parameter. If Health is not OK, this field shows the
reason for the health state.

Recon State

Shown by the detail parameter. The state of the disk (source or destination) if it isinvolved in a
reconstruct operation.

e From: Thisdisk is being used as the source of areconstruct operation.

e To: Thisdisk isbeing used as the target of a reconstruct operation.

e N/A: Thisdisk isnot being used in a reconstruct operation.

Rev
Shown by default or by the detail or £de or perf parameter. The firmware revision number.
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Revision
Shown by the detail parameter. See Rev, above.

Serial Number
Shown by default and by any parameter except temp. The serial number of the disk.

Single Pathed
Shown by the detail parameter.

e AorB: A dual-ported disk is communicating through a single port to the connected controller. A failure
is preventing communication through the second port to the other controller.

e (blank): Thedisk is operating normally.

Size

Shown by default and by any parameter except £de or temp. The disk capacity, formatted to use the

current base, precision, and units.

Slot
Shown by the enc1 parameter. The slot number in the enclosure where the disk is located.

SMART
Shown by the detail parameter. Shows whether SMART (Self-Monitoring Analysis and Reporting
Technology) is enabled or disabled for disks.

e Detect-0Only: Eachdiskinthe systemretainsitsindividual SMART setting, aswill new disks added
to the system.

e Enabled: SMART isenabled for al disksin the system and will be enabled for new disks added to the
system. Thisisthe default.

* Disabled: SMART isdisabled for al disksin the system and will be disabled for new disks added to
the system.

Speed (kr/min)
Shown by default or by thedetail or £de or perf parameter. The speed of a spinning disk, in thousands
of revolutions per minute, as specified by the disk vendor. For an SSD, 0 is shown.

SSD Life Remaining$%
Shown by the detail parameter.

e 100%-0%: For an SSD, thisfield shows the percentage of disk life remaining. When the value
decreases to 20%, event 502 islogged with Informational severity. Event 502 islogged again with
Warning severity when the value decreases to 5%, 2%, and 0%.

e N/A: Thedisk isnot an SSD.

Status

Shown by the encl parameter.

e Up: Thedisk ispresent and is properly communicating with the expander.

e Spun Down: Thedisk ispresent and has been spun down by the drive spin down feature.

* Warning: Thedisk is present but the system is having communication problems with the disk LED
processor. For disk and midplane types where this processor also controls power to the disk, power-on
failure will result in Exrror status.

e Error: Thedisk ispresent but is not detected by the expander.

e Unknown: Initial status when the disk isfirst detected or powered on.

e Not Present: Thedisk slot indicates that no disk is present.

* Unrecoverable: Thedisk ispresent but has unrecoverable errors.

e Unavailable: Thedisk is present but cannot communicate with the expander.
* Unsupported: Thedisk is present but is an unsupported type.

Temperature
Shown by thedetail or temp parameter. The temperature of the disk.
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Temperature Status
Shown by the temp parameter.
e OK: Thedisk sensor is present and detects no error condition.

* Warning: Thedisk sensor detected a non-critical error condition. The temperature is between the
warning and critical thresholds.

e Critical: Thedisk sensor detected acritical error condition. The temperature currently exceeds the
critical threshold.

e Unknown: Thedisk sensor is present but statusis not available.

Tier

Shown by default or by the detail parameter.

* Performance: Thediskisin the highest storage tier, which uses SSDs (high speed, low capacity).

e Standard: Thediskisinthe storagetier that uses enterprise-class spinning SAS disks (10k/15k RPM,
higher capacity).

e Archive: Thedisk isin the lowest storage tier, which uses midline spinning SAS disks (<10k RPM,
high capacity).

e Read Cache: Thedisk isan SSD providing high-speed read cache for a storage pool.

Total I/Os
Shown by the per £ parameter. The total number of 1/O operations (reads and writes).

Transfer Rate
Shown by the detail parameter. The datatransfer ratein Gbit/s. A footnote indicates that it is normal
behavior for therate to vary.

Some 6-Ghit/s disks might not consistently support a 6-Gbit/stransfer rate. If this happens, the controller
automatically adjusts transfers to those disks to 3 Ghit/s, increasing reliability and reducing error messages
with little impact on system performance. This rate adjustment persists until the controller is restarted or
power-cycled.

Usage

Shown by default or by the detail parameter

e AVAIL: Available

e DEDICATED SP: Thedisk isaspare assigned to alinear disk group.

e FAILED: Thedisk isunusable and must be replaced. Reasons for this status include: excessive media
errors, SMART error, disk hardware failure, or unsupported disk.

e GLOBAL SP: Thedisk isaglobal spare.
e LEFTOVR: Thedisk isaleftover.
e LINEAR POOL: Thedisk isamember of avdisk.

e TUNUSABLE: Thedisk cannot be used in adisk group because the system is secured or because the disk
islocked to data access.

e VDISK: Thedisk isamember of avdisk.
e VDISK SP: Thedisk isaspareassigned to avdisk.
e VIRTUAL POOL: Thedisk isamember of adisk group in a storage pool.

vdisk (v2)
Shown by default or by the detail parameter. The name of the vdisk that contains the disk.

Vendor
Shown by default and by any parameter except t emp. The vendor of the disk.

Example Show disk information.
# show disks
Show disk-dot information.

# show disks encl
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Show disk performance statistics.

# show disks perf

Show Full Disk Encryption information.

# show disks fde

Show disk temperature information.

# show disks temp

Show detailed information for disk 1.1:

# show disks 1.1 detail

Basetypes -

Seedso -

drives
enclosure-list
status

show disk-groups
show vdisks
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show disk-statistics

Description

Min. role

Syntax

Parameters

Output

Showslive or historical performance statistics for disks. For disk performance statistics, the system samples
live data every 15 seconds and historical data every quarter hour, and retains historical datafor 6 months.

The historical option allows you to specify atime range or anumber (count) of datasamplestoinclude. Itis
not recommended to specify both the t ime -range and count parameters. If both parameters are
specified, and more samples exist for the specified time range, the samples values will be aggregated to
show the required number of samples.

Statistics shown only in XML API output are described in "XML API basetype properties* (page 376).
monitor

To show live statistics:

show disk-statistics
[disks]

To show historical statistics:

show disk-statistics
[all]
[count number-of-data-samples]
historical
[time-range "date/time-range"]
disks

all
Optional. Specifiesto show the full set of performance metrics. If this parameter is omitted, the default set
of performance metrics will be shown.

count number-of-data-samples

Optional. Specifies the number of data samplesto display, from 1 to 100. Each sample will be shown as a
separate row in the command output. If this parameter is omitted, 100 sampleswill be shown. If you specify
this parameter, do not specify the t ime - range parameter.

historical
Optional. Specifiesto show historical statistics. If this parameter is omitted, live statistics will be shown.

time-range "date/time-range"

Optional. Specifies the date/time range of historical statisticsto show, intheformat "start
yyyy-mm-dd hh:mm [AM|PM] end yyyy-mm-dd hh:mm [AM|PM] ". If the start date/timeis
specified but no end date/time is specified, the current date/time will be used as the end date/time. The
system will return the oldest sample taken after the start time and the latest sample taken before the end
time. If the specified start date/timeis earlier than the oldest sample, that sample will be used as the start
date/time. If you specify this parameter, do not specify the count parameter. If this parameter is omitted,
the most recent 100 data samples will be displayed.

disks

Optional. Specifies acomma-separated list of disks for which to show information. If this parameter is
omitted, information will be shown for all disks. For disk syntax, see "Command syntax" (page 23).
Live

Durable ID

Thedisk ID intheform disk_enclosure-number.disk-number.

Serial Number
The seria number of the disk.

Bytes per second
The data transfer rate calculated over the interval since these statistics were last requested or reset. This
value will be zero if it has not been requested or reset since a controller restart.
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I0PS
The number of input/output operations per second, calculated over the interval since these statistics were
last requested or reset. This value will be zero if it has not been requested or reset since a controller restart.

Reads
The number of read operations since these statistics were last reset or since the controller was restarted.

Writes
The number of write operations since these statistics were last reset or since the controller was restarted.

Data Read
The amount of dataread since these statistics were last reset or since the controller was restarted.

Data Written
The amount of datawritten since these statistics were last reset or since the controller was restarted.

Reset Time
Date and time, inthe format year-month-day hour:minutes:seconds, when these statistics
were last reset, either by auser or by a controller restart.

Output  Historical

Durable ID
Thedisk ID intheform disk enclosure-number.disk-number.

Serial Number
The serial number of the disk.

Total I/Os
The total number of read and write operations since the last sampling time.

Reads
Shown by the a11 parameter. The number of read operations since the last sampling time.

Writes
Shown by the a11 parameter. The number of write operations since the last sampling time.

Data Transferred
The total amount of data read and written since the last sampling time.

Data Read
Shown by the a11 parameter. The amount of data read since the last sampling time.

Data Written
Shown by the a1l parameter. The amount of data written since the last sampling time.

Total IOPS
The total number of read and write operations per second since the last sampling time.

Read IOPS
Shown by the a11 parameter. The number of read operations per second since the last sampling time.

Write IOPS
Shown by the a11 parameter. The number of write operations per second since the last sampling time.

Total B/s
Thetotal datatransfer rate, in bytes per second, since the last sampling time.

Read B/s
Shown by the a11 parameter. The data transfer rate, in bytes per second, for read operations since the last
sampling time.

Write B/s
Shown by the a11 parameter. Datatransfer rate, in bytes per second, for write operations since the last
sampling time.
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Queue Depth

Shown by the a11 parameter. The average number of pending read and write operations being serviced
since the last sampling time. This value represents periods of activity only and excludes periods of
inactivity.

I/0 Resp Time

The average response time, in microseconds, for read and write operations since the last sampling time.

Read Resp Time
Shown by the a1l parameter. The average response time, in microseconds, for read operations since the
last sampling time.

Write Resp Time
Shown by the a11 parameter. The average response time, in microseconds, for write operations since the
last sampling time.

Average I/0 Size
Shown by the a11 parameter. The average data size of read and write operations since the last sampling
time.

Average Read I/O Size
Shown by the a11 parameter. The average data size of read operations since the last sampling time.

Average Write I/O Size
Shown by the a11 parameter. The average data size of write operations since the last sampling time.

Number of Disk Errors

Shown by the a11 parameter. The total number of disk errors detected since the last sampling time. Error
typesinclude: number of SMART events; number of timeouts accessing the disk; number of times the disk
did not respond; number of attempts by the storage system to spin-up the disk; media errors generated by
the disk as specified by its manufacturer; non-media errors (generated by the storage system, or by the disk
and not categorized as media errors); number of bad-block reassignments.

Sample Time
Date and time, in the format year-month-day hour:minutes: seconds, when the data sample
was taken.

Example Show live statistics for disks 1.1 and 2.1.
# show disk-statistics 1.1,2.1
Show historical statistics from a specified date and time range for disk 1.5.

# show disk-statistics 1.5 historical time-range "start 2011-12-05 4:40 PM end
2011-12-05 5:00 PM"

Show all samples of historical statistics for disk 1.5.

# show disk-statistics 1.5 historical all
Basetypes ¢ disk-statistics (live)

o drive-summary (historical)

e gstatus

Seeadso ¢ reset al-statistics
e reset disk-error-statistics
e reset disk-statistics
e show disk-group-statistics
e show disks
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show email-parameters

Description

Min. role

Syntax
Output

Example

Basetypes

Seedso

Shows email (SMTP) notification parameters for events and managed logs.
monitor
show email-parameters

Email Notification

* Disabled: Email notification is disabled. Thisis the default.
* Enabled: Email notification is enabled.

Email Notify Filter
Shows the minimum severity for which the system should send event notifications:

e crit: Sendsnotifications for Critical events only.

* error: Sends notifications for Error and Critical events.

* warn: Sends notifications for Warning, Error, and Critical events.

* info: Sendsnotifications for all events.

* none: Disables email notification and clears the settings. Thisis the default.
This parameter does not apply to managed-logs notifications.

Email Address (1-3)
Shows up to three email addresses for recipients of event notifications.

Log Destination
Shows the email address for the log collection system used by the managed logs feature.

Email Server
The IP address of the SMTP mail server to use for the email messages.

Email Domain
The domain name that, with the sender name, forms the “from” address for remote notification.

Email Sender
The sender name that, with the domain name, forms the “from” address for remote notification.

Include Logs
Shows whether system log files will automatically be attached to email notification messages generated by
the managed logs feature. Thisisthe “push” mode for managed logs. This option is disabled by defaullt.

Show settings for email notification.
# show email-parameters

e email-parameters
e dtatus

e set email-parameters
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show enclosures

Description  Shows information about the enclosures in the storage system. Full detail available in XML API output

Min. role

Syntax
Output

only.
monitor
show enclosures

Encl
The enclosure ID.

Encl WWN
The enclosure WWN.

Name
The enclosure name.

Location
The enclosure location, or blank if not set.

Rack

The number of the rack that contains the enclosure.

Pos
The position of the enclosure in the rack

Vendor
The enclosure vendor.

Model
The enclosure model.

EMP controller-ID BUS:ID Rev

The channel ID and firmware revision of the Enclosure Management Processor in each controller’s

Expander Controller.

Midplane Type

e 2U48-6G: Midplane for 2U, 48-disk enclosure with 6-Ghit/s maximum data rate to disks
e 2U24-6Gv2: Midplanefor 2U, reduced-depth, 24-disk enclosure with 6-Ghit/s maximum data rate to

disks

e 2U24-6G: Midplane for 2U, 24-disk enclosure with 6-Ghit/s maximum data rate to disks
e 2U12-6Gv2: Midplanefor 2U, reduced-depth, 12-disk enclosure with 6-Gbit/s maximum datarate to

disks

e 2U12-6G: Midplane for 2U, 12-disk enclosure with 6-Ghit/s maximum data rate to disks

e N/A: Other type of midplane

Health

* OK

* Degraded
e Fault

e N/A

e Unknown

Reason

If Hedlth is not OK, this field shows the reason for the health state.

Action

If Hedlth is not OK, this field shows recommended actions to take to resolve the health issue.
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Drawer information:

Drawer
The number of the drawer.

Drawer WWN
The WWN of the drawer.

Name
The name of the drawer.

EMP controller-ID CH:ID Rev
The channel ID and firmware revision of the drawer's Enclosure Management Processor for controller
module A's Expander Controller.

Status

Status of the drawer.
e Up

* Warning

e Error

¢ Unknown

* Unavailable

¢ Not Present

Health

¢ OK

* Degraded
¢ Fault

e N/A

e Unknown

Reason
If Hedlth is not OK, this field shows the reason for the health state.

Action
If Health is not OK, thisfield shows recommended actions to take to resolve the health issue.

Example Show information about all enclosures in the system.
# show enclosures

Basetypes ¢ enclosures
o dstatus

Seealso ¢ setenclosure
¢ show sensor-status
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show events

Description

Min. role

Syntax

Parameters

Shows events logged by each controller in the storage system. A separate set of event numbersis
maintained for each controller. Each event number is prefixed with aletter identifying the controller that
logged the event.

Events are listed from newest to oldest, based on a timestamp with one-second granularity. Therefore the
event log sequence matches the actual event sequence within about one second.

For more information, see “ Resources for diagnosing and resolving problems’ in the Event Descriptions
Reference Guide.

monitor

show events
[a|b|both|error]
[detaill
[from timestamp]
[from-event event-ID]
[last #]
[logs yes|no]
[to timestamp]
[to-event event-ID]

a|b|both|error
Optional. Specifiesto filter the event listing:

e a: Showseventsfrom controller A only. Do not use this parameter with the f rom-event parameter or
the to-event parameter.

* Db: Shows eventsfrom controller B only. Do not use this parameter with the from-event parameter or
the to-event parameter.

« both: Shows events from both controllers. Do not use this parameter with the from-event
parameter or the to-event parameter.

* error: ShowsWarning, Error, and Critical events.

detail
Optional. Shows additional information and recommended actionsfor displayed events. Thisinformationis
also in the Event Descriptions Reference Guide.

from timestamp

Optional. Shows events that occurred on or after atimestamp specified with the format MMDDYYhhmmss.
For example, 043011235900 represents April 30 2011 at 11:59:00 p.m. This parameter can be used with the
to parameter or the to-event parameter.

from-event event-ID

Optional. Shows eventsincluding and after the specified event ID. If this number is smaller than the ID of
the oldest event, events are shown from the oldest available event. Events are shown only for the controller
that the event ID specifies (A or B). This parameter can be used with the t o parameter or the to-event
parameter.

last #
Optional. Shows the latest specified number of events. If this parameter is omitted, all events are shown.

logs yes|no
Optional.

* no: Listsevents as described in the Output section, below. Thisisthe default.

* vyes: Showseventsin tabular format, with columns for event ID, date and time, event code, severity,
and message.
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Output

Example

Basetypes

Seedso

to timestamp

Optional. Shows eventsthat occurred on or before atimestamp specified with the format MMDDYYhhmmss.
For example, 043011235900 represents April 30 2011 at 11:59:00 p.m. This parameter can be used with the
from parameter or the from-event parameter.

to-event event-ID

Optional. Shows events before and including the specified event ID. If this number islarger than the ID of
the oldest event, events are shown up to the latest event. Events are shown only for the controller that the
event ID specifies (A or B). This parameter can be used with the £ rom parameter or the from-event
parameter.

Date and time when the event was logged

< Event code identifying the type of event to help diagnose problems. For example: [181]

« Event ID prefixed by A or B, indicating which controller logged the event. For example: #2123
« Modd, seria number, and ID of the controller module that logged the event

o Severity:
e CRITICAL: A failure occurred that may cause a controller to shut down. Correct the problem
immediately.

* ERROR: A failure occurred that may affect data integrity or system stability. Correct the problem as
soon as possible.

e WARNING: A problem occurred that may affect system stability but not data integrity. Evaluate the
problem and correct it if necessary.

* INFORMATIONAL: A configuration or state change occurred, or a problem occurred that the
system corrected. No action is required.

« Event-specific message giving details about the event
Show the last two events.

# show events last 2

Show the last three non-Informational events.

# show events last 3 error

Show all eventsfrom April 30 2014 at 11:59:00 p.m. through May 2 2014 at 11:59:00 a.m.

# show events from 043014235900 to 050214115900
Show arange of events logged by controller A.

# show events from-event al00 to-event al23

Show detailed output for a specific event.

# show events from-event A2264 to-event A2264 detail

e events
e eventsLogs
e dtatus
e clear events

o set snmp-parameters
¢ show snmp-parameters
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show expander-status

Description

Min. role

Syntax
Output

Shows diagnostic information relating to SAS Expander Controller physical channels, known as PHY
lanes. For use by or with direction from technical support.

For each enclosure, this command shows status information for PHY sin 1/O module A and then 1/O module
B.

monitor
show expander-status

Encl
The enclosure that contains the SAS expander.

Drawer
The number of the drawer.

Ctlr
The I/O module that contains the SAS expander.

Phy

Identifiesa PHY s logical location within a group based on the PHY type. Logical IDs are 0-23 for drive
PHY's, 0-1 for SC PHY's, and 0-3 for other PHY's. If the PHY's controller module or expansion moduleis
not installed, thisfield shows* - -".

Type

e Drawer0O-Egress: EgressPHY for drawer O.

* Drawer0O-Ingress:IngressPHY for drawer O.

e Drawerl-Egress: EgressPHY for drawer 1.

* Drawerl-Ingress:IngressPHY for drawer 1.

e Drawer2-Egress: EgressPHY for drawer 2.

* Drawer2-Ingress:IngressPHY for drawer 2.

e Drive: 1-lane PHY that communicates between the expander and a disk drive.

* Egress: 4-lane PHY that communicates between the expander and an expansion port or SAS Out port.

e 3SC-1:(Controller module only) 2-lane PHY that communicates between the expander and the partner’s
expander.

e SC-0: (Controller module only) 4-lane PHY that communicates between the expander and the SC.

e Ingress: (Expansion module only) 4-lane PHY that communicates between the expander and an
expansion port.

e Inter-Exp: (Expansion module only) Communicates between the expander and the partner’s
expander.

* Undefined: No statusinformation is available.
e Unused: The PHY existsin the expander but is not connected, by design.

Status

e Enabled - Healthy: ThePHY isenabled and healthy.
e Enabled - Degraded: ThePHY isenabled but degraded.
e Disabled: The PHY has been disabled by a user or by the system.

show expander-status 259



260

Elem Status
A standard SES status for the element:

Disabled: Critical condition is detected.

Error: Unrecoverable condition is detected. Appears only if thereis afirmware problem related to
PHY definition data.

Non-critical: Non-critical condition is detected.

Not Used: Element isnot installed in enclosure.

OK: Element isinstalled and no error conditions are known.
Unknown: Either:

e Sensor hasfailed or element statusis not available. Appears only if an I/0 module indicates it has
fewer PHY s than the reporting 1/0 module, in which case al additional PHY s are reported as
unknown.

» Element isinstalled with no known errors, but the element has not been turned on or set into
operation.

Disabled

Enabled: PHY isenabled.
Disabled: PHY isdisabled.

Reason

Blank if Elem StatusiSOK.
Error count interrupts:PHY disabled because of error-count interrupts.

Phy control: PHY disabled by a SES control page as aresult of action by a Storage Controller or
user.

Not ready: PHY isenabled but not ready. Appears for SC-1 PHY s when the partner I/O moduleis
not installed. Appears for Drive, SC-1, or Ingress PHY s when a connection problem exists such as a
broken connector.

Drive removed: PHY disabled because drive slot is empty.
Unused - disabled by default: PHY isdisabled by default becauseit is not used.
Excessive Phy changes: PHY isdisabled because of excessive PHY change counts.

Example Show expander status for each enclosure.

# show expander-status

Basetypes -

Seealso -

sas-status-controller-a
sas-status-drawer
status

clear expander-status
set expander-fault-isolation
set expander-phy
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show fans

Description

Min. role

Syntax
Output

Example

Basetypes

Seedso

Shows information about each fan in the storage system.

monitor

show fans

Name

Thefan nameintheform Fan loc:position-PSU power-supply-ID. Thepositionisasviewed

from the back of the enclosure.

Location

Thefan location intheform Enclosure enclosure-ID - position. Thepositionisasviewed

from the back of the enclosure.

Status

o Up

e Error
e Off

e Unknown

Speed

The fan speed (revolutions per minute).

Position

The fan position, as viewed from the back of the enclosure:

o Left
* Right

Serial Number

* (blank): Not applicable.

Firmware Version

e (blank): Not applicable.

Hardware Version

e (blank): Not applicable.

Health

* OK

¢ Degraded
¢ Fault

e N/A

e Unknown

Reason

If Hedlth is not OK, this field shows the reason for the health state.

Action

If Hedlth is not OK, this field shows recommended actions to take to resolve the health issue.

Show about all fansin the system.

# show fans

fan
e dstatus

» show power-supplies
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show fde-state

Description Shows Full Disk Encryption information for the storage system.
Min. role monitor
Syntax show fde-state

Output FDE Security Status
* Unsecured. The system has not been secured with a passphrase.
¢ Secured. The system has been secured with a passphrase.

e Secured, Lock Ready. Thesystem has been secured and lock keys are clear. The system will
become locked after the next power cycle.

e Secured, Locked. The system issecured and the disks are locked to data access, preventing their
use.

Lock Key ID
The current lock ID is displayed.

Import Key ID
The previous or import lock ID is displayed.

FDE Configuration Time
If the system is secured, the time at which the current lock ID was set.

Example Show FDE information.

# show fde-state

Basetypes « fde-state
e dtatus

Seedso

clear fde-keys

e set fde-import-key
o set fde-lock-key

o setfde-state
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show frus

Description Shows FRU (field-replaceable unit) information for the storage system. Some information is for use by

Min. role

Syntax
Output

service technicians.
monitor

show frus

FRU fields:

Name

* CHASSIS MIDPLANE: Chassisand midplane circuit board
* RAID IOM: Controller module

* BOD_IOM: Expansion module

* POWER_SUPPLY: Power supply module

* DRAWER: Enclosure disk drawer

Description
The FRU description.

Part Number
The FRU part number.

Serial Number
The FRU serial number.

Revision
The hardware revision level.

Dash Level
The FRU template revision number.

FRU Shortname
A short description of the FRU.

Manufacturing Date

The date and timein theformat year-month-day hour:minutes:seconds when a PCBA was

programmed or a power supply module was manufactured.

Manufacturing Location

The city, state/province, and country where the FRU was manufactured.

Manufacturing Vendor ID
The JEDEC ID (global manufacturing code) of the manufacturer.

FRU Location
The location of the FRU in the enclosure:

e MID-PLANE SLOT: Chassis midplane

e TUPPER IOM SLOT: Controller module or expansion module A

e LOWER IOM SLOT: Controller module or expansion module B

e LEFT PSU SLOT: Power supply module on the left, as viewed from the back

e RIGHT PSU SLOT: Power supply module on the right, as viewed from the back
e LEFT DRAWER SLOT: Drawer on theleft, as viewed from the front.

e MIDDLE DRAWER SLOT: Drawer inthe middle, asviewed from the front.

e RIGHT DRAWER SLOT: Drawer ontheright, asviewed from the front.

Configuration SN
The configuration serial number.
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FRU Status

Absent: Component is not present

Fault: One or more subcomponents has afault

Invalid Data: For apower supply module, the EEPROM isimproperly programmed
OK: All subcomponents are operating normally

Not Available: Statusisnot available

Enclosure ID
The enclosure number.

Original SN
For a power supply module, the original manufacturer serial number. Otherwise, N/A.

Original PN
For a power supply module, the original manufacturer part number. Otherwise, N/ A.

Original Rev
For a power supply module, the original manufacturer hardware revision. Otherwise, N/A.

Example Show information about all FRUs in the system.

# show frus

Basetypes -

enclosure-fru
status
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show host-groups

Description  Shows information about host groups and hosts. The command will show information for all host groups
(and hosts) by default, or you can use parameters to filter the output.

Min. role monitor

ntax show host-groups

Synt h h g P
[hosts hosts]
[groups host-groups]

Parameters hosts hosts
Optional. A comma-separated list of the names of hosts for which to show host and initiator information. If
this parameter is omitted, information is shown for all hosts. A value that includes a space must be enclosed
in double quotes.

groups host-groups

Optional. A comma-separated list of the names of host groups for which to show host-group, host, and
initiator information. If this parameter is omitted, information is shown for al host groups. A value that
includes a space must be enclosed in double quotes.

Output Host group information:

Name
The name of the host group.

Number of Members
The number of hosts in the host group.

Host information:

Name
The host name.

Number of Members
The number of initiators in the host.

Initiator information:

Nickname
The nickname of the initiator.

Discovered

* Yes: Theinitiator was discovered and its entry was automatically created.
e No: Theinitiator was manually created.

Mapped
Shows whether the initiator is explicitly mapped to any volumes:

¢ Yes: Atleast one volumeis explicitly mapped to the initiator.
« No: No volumes are explicitly mapped to the initiator.

ID

* For an FCinitiator, its WWPN.
e For aSASinitiator, its WWPN.
* For aniSCSl initiator, its node name (typically the IQN).

Example Show information about all host groups.
# show host-groups

Show information about host groups HGroupl and HGroup3.

# show host-groups groups HGroupl, HGroup3
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Basetypes ¢ host-group
e dtatus

Seealso ¢ create host-group
e delete host-groups
e set host-group

show host-maps (Deprecated)

Use show maps with the initiator parameter.

show host-parameters (Deprecated)

Use show ports.
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show host-port-statistics

Description

Min. role

Syntax

Parameters

Output

Example

Shows live performance statistics for each controller host port. For each host port these statistics quantify
1/0 operations through the port between a host and a volume. For example, each time a host writesto a
volume's cache, the host port’s statistics are adjusted. For host-port performance statistics, the system
samples live data every 15 seconds.

Statistics shown only in XML API output are described in "XML APl basetype properties’ (page 376).
monitor

show host-port-statistics
[ports ports]

ports ports
Optional. Specifies a comma-separated list of port IDs for which to show information. For port syntax, see
"Command syntax" (page 23). If this parameter is omitted, information is shown for al host ports.

Durable ID
The host port ID in theform hostport controller-ID-and-port-number.

Bytes per second
The data transfer rate calculated over the interval since these statistics were last requested or reset. This
value will be zero if it has not been requested or reset since a controller restart.

I0PS
Theinput/output operations per second, calculated over theinterval since these statistics were last requested
or reset. Thisvalue will be zero if it has not been requested or reset since a controller restart.

Reads
The number of read operations since these statistics were last reset or since the controller was restarted.

Writes
The number of write operations since these statistics were last reset or since the controller was restarted.

Data Read
The amount of data read since these statistics were last reset or since the controller was restarted.

Data Written
The amount of datawritten since these statistics were last reset or since the controller was restarted.

Queue Depth
The number of pending I/O operations being serviced.

I/0 Resp Time
The average response time in microseconds for read and write operations, calculated over the interval since
these statistics were last requested or reset.

Read Resp Time
The average response time in microseconds for all read operations, calculated over the interval since these
statistics were last requested or reset.

Write Resp Time
The average response time in microseconds for al write operations, calculated over the interval since these
statistics were last requested or reset.

Reset Time
The date and time, inthe format year-month-day hour:minutes: seconds, when these statistics
were last reset, either by a user or by a controller restart.

Show live performance statistics for all host ports.
# show host-port-statistics
Show live performance statistics for host port Al.

# show host-port-statistics ports al

show host-port-statistics 267



Basetypes « host-port-statistics
e dtatus

Seealso ¢ reset dl-statistics
e reset host-port-statistics
e show ports

show hosts (Deprecated)

Use show initiators.
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show initiators

Description Shows information about initiators. The command will show information about all initiators by default, or
you can use parameters to filter the output.

Initiator entries are automatically created for host initiators that have sent an inquiry command or a
report luns command to the system. Thistypically happens when the physical host containing an
initiator boots up or scans for devices. When the command is received, the system saves the host port
information. However, the information is retained after arestart only if you have set a name for theinitiator.

Syntax show initiators
[hosts hosts]
[initiators]

Parameters hosts hosts
Optional. A comma-separated list of the names of hosts containing initiators for which to show information.
If this parameter is omitted, information is shown for al initiators.

initiators
Optional. A comma-separated list of the names of initiators for which to show information. If this
parameter is omitted, information is shown for al initiators.

Output Nickname
The name of the initiator.

Discovered

e Yes: Theinitiator was discovered and its entry was automatically created.
* No: Theinitiator was manually created.

Mapped
Shows whether the initiator is explicitly mapped to any volumes:

* Yes: Atleast one volumeisexplicitly mapped to the initiator.
e No: No volumes are explicitly mapped to the initiator.

Host Type
The host-interface type: FC; iSCSI; SAS.

ID

¢ For an FCinitiator, its WWPN.
e For aSASinitiator, its WWPN.
* For aniSCSl initiator, its node name (typically the IQN).

Example Show information about all initiators.
# show initiators
Show information about initiatorsin host Host 1 only.
# show initiators hosts Hostl

Basetypes < initiator
e dStatus

Seedso

delete initiator-nickname
e setinitiator
« show host-groups (with the host s parameter)
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show inquiry

Description
Min. role

Syntax
Output

Example

Basetypes

Seedso

Shows inquiry data for each controller module.

monitor

show inquiry

Product vendor name, product ID, and vendor 1D
Management Controller firmware version and loader version
Storage Controller firmware version and loader version
Controller module serial humber

Media Access Control (MAC) address

Network port | P address

Show inquiry data for controller modulesin the system.

# show inquiry

inquiry
status

show versions
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show iscsi-parameters

Description For iSCSI, shows system-wide iSCSI parameters.
Min. role monitor
Syntax show iscsi-parameters

Output CHAP
Shows whether Challenge-Handshake A uthentication Protocol (CHAP) is enabled or disabled.

e Enabled: CHAPisenabled.
e Disabled: CHAPisdisabled. Thisisthe default.

Jumbo Frames
Shows whether support for jumbo frames is enabled or disabled.

* Enabled: Jumbo-frame support is enabled.
e Disabled: Jumbo-frame support is disabled. Thisis the default.

iSNS
Shows whether support for Internet Storage Name Service (iISNS) is enabled or disabled.

e Enabled: iSNSsupport isenabled.
e Disabled: iSNSsupport isdisabled. Thisisthe default.

i8NS IP
The address of the iSNS server. The default addressis all zeroes.

iSNS Alt IP
The address of the alternate iSNS server. The default addressis all zeroes.

iSCSI Speed
TheiSCSI host port link speed.

e auto: The proper speed is auto-negotiated. Thisis the default.

e 1Gbps: The speed isforced to 1 Ghit/s, overriding a downshift that can occur during auto-negotiation
with 1-Gbit/s HBAs. This setting does not apply to 10-Ghit/s HBAS.

1SCSI IP Version

e 4:iSCSI host port addresses use |Pv4 format. Thisisthe default.
e 6:iSCSI host port addresses use | Pv6 format.

Example Show system-wide iSCS| parameters.
# show iscsi-parameters

Basetypes < iscsi-parameters
e gtatus

Seealso ¢ setiscsi-parameters

show job-parameters (Deprecated)

Use show advanced-settings.
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show license

Description  Shows the status of licensed features in the storage system.

Min. role monitor

Syntax show license

Output License Key

Thelicense key, if alicenseisinstalled and valid.
not installed,if alicenseisinvalid or isnot installed.

Maximum Licensable Snapshots
Number of snapshots that the highest-level license alows.

Base Maximum Snapshots
Number of snapshots allowed without an installed license.

Licensed Snapshots
Number of snapshots allowed by the installed license.

In-Use Snapshots
Number of existing licensed snapshots.

Snapshots Expire

Never. Licenseis purchased and doesn’t expire.

Number of days remaining for atemporary license.

Expired. Temporary license has expired and cannot be renewed.
Expired/Renewable. Temporary license has expired and can be renewed.
N/A. No licenseinstalled.

Virtualization

Shows whether the capability to create and manage virtual poolsis enabled or disabled.

Virtualization Expires

Never. Licenseis purchased and doesn't expire.

Number of days remaining for atemporary license.

Expired. Temporary license has expired and cannot be renewed.
Expired/Renewable. Temporary license has expired and can be renewed.
N/A. No license installed.

Performance Tier
Shows whether the capability to create a Performance tier comprised of SSDsis enabled or disabled.

Performance Tier Expires

Never. Licenseis purchased and doesn’t expire.

Number of days remaining for atemporary license.

Expired. Temporary license has expired and cannot be renewed.
Expired/Renewable. Temporary license has expired and can be renewed.
N/A. No licenseinstalled.

Volume Copy
Shows whether Volume Copy functions are enabled or disabled.
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Example

Basetypes

Seedso

Volume Copy Expires

Never. Licenseis purchased and doesn’'t expire.

Number of days remaining for atemporary license.

Expired. Temporary license has expired and cannot be renewed.
Expired/Renewable. Temporary license has expired and can be renewed.
N/A. No licenseinstalled.

Replication
Shows whether AssuredRemote functions are enabled or disabled.

Replication Expires

Never. Licenseis purchased and doesn’t expire.

Number of days remaining for atemporary license.

Expired. Temporary license has expired and cannot be renewed.
Expired/Renewable. Temporary license has expired and can be renewed.
N/A. No licenseinstalled.

VDS

Shows whether the VDS (Virtual Disk Service) Hardware Provider is enabled or disabled.

VDS Expires

Never. Licenseis purchased and doesn’t expire.

Number of days remaining for atemporary license.

Expired. Temporary license has expired and cannot be renewed.
Expired/Renewable. Temporary license has expired and can be renewed.
N/A. No license installed.

Vss
Shows whether the V SS (Volume Shadow Copy Service) Hardware Provider is enabled or disabled.

VSS Expires

Never. Licenseis purchased and doesn't expire.

Number of days remaining for atemporary license.

Expired. Temporary license has expired and cannot be renewed.
Expired/Renewable. Temporary license has expired and can be renewed.
N/A. No licenseinstalled.

SRA

Shows whether Storage Replication Adapter (SRA) support is enabled or disabled.

SRA Expires

Never. Licenseis purchased and doesn’'t expire.

Number of days remaining for atemporary license.

Expired. Temporary license has expired and cannot be renewed.
Expired/Renewable. Temporary license has expired and can be renewed.
N/A. Nolicense installed.

Show information about the installed license.

#

show license

license
status

create temp-license
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show maps

Description

Min. role

Syntax

Parameters

Output

Shows information about mappings between volumes and initiators. If no parameter is specified, this
command shows explicit mappings (but not default mappings) for all volumes.

In adual-controller system, if a mapping uses corresponding ports on both controllers, such as A1 and B1,
the Ports field will simply show 1.

monitor

show maps
[all]
[initiator]
[IDs]

all

Optional. Shows mappings of al accesstypes. read-write, read-only, no-access, and

not -mapped (default mappings). If this parameter is omitted, mappings of type not -mapped are not
shown.

initiator

Optional. Shows mapping information by initiator. If this parameter is omitted, mapping information is
shown by volume.

IDs

Optional. A comma-separated list of the names or serial numbers of host-type items (initiators, hosts, and
host groups) or volume-type items (volumes and volume groups) for which to show mappings. If avolume
is mapped to a host group, to see mappings you must specify the host group, not a host or initiator in the
group. If avolume is mapped to a host, to see mappings you must specify the host, not an initiator in the

group.

You can specify:

e A host by nameintheformat host -name. *, where * represents al initiators in the host. Example:
FC-Server.*

* A host group by namein the format host-group. * . *, where thefirst * represents all hostsin the
group and the second * represents all initiators in those hosts. Example: TestLab. * . *

e A volume group by namein the format volume-group. *, where * represents all volumesin the
group. Example: TestVolumes. *

Do not include both host - type and volume - type itemsinalist. A namethat includes a space must be
enclosed in double quotes.

Properties are described in alphabetical order.

Access

Type of host accessto the volume:

* read-write: Read and write.

* read-only: Read only

* no-access: No access (masked).
e not-mapped: Not mapped.

Group Name
For avolume group, its name in the format volume-group. *, where the * represents all volumesin the

group.
ID

¢ For an FCinitiator, its WWPN.
e For aSASinitiator, its WWPN.
« For aniSCSl initiator, its node name (typically the IQN).

274 Alphabetical list of commands



Host-Port-Identifier (V2)

» For an FCinitiator, its WWPN.

e For aSASinitiator, its WWPN.

e For aniSCSl initiator, its node name (typically the IQN).

* all other initiators: Thevolume'sdefault mapping.

Identifier (v3)
SeeHost-Port-Identifier, above.

Initiator-Identifier
Shown for a volume group mapping.

* For an FCinitiator, its WWPN.

e For aSASinitiator, its WWPN.

e For aniSCSl initiator, its node name (typically the IQN).

* all other initiators: Thevolume'sdefault mapping.
LUN

e TheLUN that identifies the volume to a host.
« For avolume group, * means multiple LUNSs are represented in the group.
* Blank if not mapped or mapped asno-access.

Name
The name of avolume or initiator.

Nickname

e For ahogt, itsnamein the format host -name . *, where the * represents al initiators in the host.

* For ahost group, itsname in the format host -group . * . *, where the first * represents all hostsin
the host group and the second * represents al initiators in those hosts.

« Blankif notsetor forall other initiators.
Ports

e The controller host ports to which the mapping applies.
* Blank if not mapped or mapped asno-access.

Serial Number
The serial number of the volume group or volume.

Volume

* For avolume, its name.

» For avolumegroup, its namein the format volume-group. *, where the * represents all volumesin
the group.

Example Show mappings for all volumes.
# show maps
Show mapping information for al initiators.
# show maps initiator
Show mappings for volume group VGroupl and ungrouped volume v2.

# show maps VGroupl.*,v2
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Basetypes < initiator-view
e host-group-view
e host-view-mappings
e volume-group-view
e volume-group-view-mappings
e volume-view
e volume-view-mappings
e dtatus

Seeaso ¢ show host-groups

e show initiators
+ show volume-groups
¢ show volumes
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show master-volumes

Description  Shows information about master volumes. This command applies to linear storage only.

The command will show information for all master volumes by default, or you can use parametersto filter
the output.

Min. role monitor

Syntax show master-volumes
[controller a|b|bothl]
[pool pooll
[snap-pool snap-pooll

Parameters controller a|b|both
Optional. Shows master volumes owned by controller A only, by controller B only, or by either controller
(both). If this parameter is omitted, master volumes owned by either controller are shown.

pool pool
Optional. Shows master volumesin the specified pool only. You can specify pool by name or serial number.
A name that includes a space must be enclosed in double quotes.

snap-pool snap-pool
Optional. Shows master volumes associated with the specified snap pool only. You can specify the snap
pool by name or serial number. A name that includes a space must be enclosed in double quotes

Output vdisk
The name of the vdisk.

Serial Number
The serial number of the master volume.

Name
The name of the master volume.
Size
Total size of the master volume.

Status
Indicates whether the master volume is available or unavailable.

Status-Reason

Shows - - - for Available status, or areason for Unavailable status:

e MV Not Accessible: Master volumeisnot accessible

e MV Not Found: Master volumeis not found

¢ RV: Replication volume (either a primary volume or a secondary volume)

* RV Prepared: Replication-prepared volume, which could become a secondary volumein a
replication set

e SP Not Accessible: Snap pool isnot accessible

e SP Not Found: Snap pool isnot found

¢ Unknown Reason

Snap-Pool
The name of the snap pooal.

Snapshots
The number of snapshots that exist for the master volume.
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Snap Data
The amount of snap-pool space occupied by this master volume for its associated snapshots (preserved and
write data).

Rollback
Either the percent complete if rollback isin progress, or - - - if rollback is not in progress.

Example Show information about all master volumes.

# show master-volumes

Show information about master volumes associated with snap pool spv1.

# show master-volumes snap-pool spVl

Basetypes ¢ master-volumes
o dstatus

Seeaso ¢ convert master-to-std
e create master-volume
e delete all-master-volumes
e delete volumes
e expand volume
e rollback volume
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show network-parameters

Description

Min. role

Syntax
Output

Example

Basetypes

Seealso

Shows the settings and health of each controller module's network port.
monitor
show network-parameters

IP Address
The network port 1P address.

Gateway
The network port gateway |P address.

Subnet Mask
The network port 1P subnet mask.

MAC Address
The controller’s unique Media Access Control address.

Addressing Mode

e Manual: Network settings set manually (statically).
e DHCP: DHCP used to set network parameters.
Link Speed

* Unknown: For asystem operating in Single Controller mode, this controller module is not present.
e 10mbps: The network port link speed is set to 10 Mb/s.

e 100mbps: The network port link speed is set to 100 Mb/s.

e 1000mbps: The network port link speed is set to 1000 Mb/s.

Duplex Mode

¢ Undefined: For asystem operating in Single Controller mode, this controller module is not present.
e half: The network port duplex modeis set to half duplex.
e full: The network port duplex modeis set to full duplex.

Health

The health of the network connection.
¢ OK

* Degraded

e Fault

e N/A

e Unknown

Health Reason
If Hedlth is not OK, this field shows the reason for the health state.

Health Recommendation
If Health is not OK, this field shows recommended actions to take to resolve the health issue.

Show network parameters for each controller module.
# show network-parameters

e network-parameters
e dtatus

e set network-parameters
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show ntp-status

Description  Shows the status of the use of Network Time Protocol (NTP) in the system.
Min. role monitor
Syntax show ntp-status

Output NTP Status
e activated: NTPisenabled.
¢ deactivated: NTPisdisabled.
NTP Server Address
e Thecurrent NTP server IP address if NTP is enabled.

¢ Thelast-set NTP server |P addressif NTP was enabled and has been disabled.
e 0.0.0.0if the NTP server |P address has not been set.

Last Server Contact
The date and timein theformat year-month-day hour:minutes: seconds of the last message
received from the NTP server, or none.

Example Show NTP status for the system.
# show ntp-status

Basetypes ¢ ntp-status
* Status

Seedso set controller-date
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show pools

Description

Min. role

Syntax

Output

Shows information about linear and virtual pools. The command will show information for all pools by
default, or you can use parametersto filter the output. The system can have a maximum of two virtual
pools.

NOTE: For avirtual pool, new datawill not be written to, or existing data migrated to, a degraded disk
group unlessit isthe only disk group having sufficient available space for the data.

monitor

show pools
[type linear|virtual]
[pool]

type linear|virtual
Optional. Specifies whether to show information for linear pools or for virtual pools. If this parameter is
omitted, information will be shown for both types.

pool
Optional. The name or serial number of the pool for which to show information. A name that includes a
space must be enclosed in double quotes. If this parameter is omitted, information is shown for al pools.

Name
The name of the pool.

Serial Number
The serial number of the pool.

Class
e Linear: Linear pool.

e Virtual: Virtua pool.

Total Size
Thetotal capacity of the pool.

Avail
The available capacity in the pool.

OverCommit

e Enabled: The pool usesthin provisioning, which means that more capacity can be allocated to
volumes than physically existsin the poal.

* Disabled: The capacity allocated to volumes when they are created cannot exceed the physical
capacity of the pool.

Disk Groups
The number of disk groupsin the pool.

Volumes
The number of volumesin the poal.

Low Thresh
The low threshold for page allocation as a percentage of pool capacity. When thisthreshold is reached,
event 462 will be logged with Informational severity. The default is 25%.
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Mid Thresh

The middle threshold for page allocation as a percentage of pool capacity. When this threshold is reached,
event 462 will be logged to notify the administrator to add capacity to the pool. If overcommit is enabled,
the event will have Informational severity. If overcommit is disabled, the event will have Warning severity.
The default is 50%.

High Thresh

The high threshold for page allocation as a percentage of pool capacity. When this threshold is reached,
event 462 will be logged with Critical severity to alert the administrator that it is critical to add capacity to
the pool. The threshold value is automatically calculated based on the available capacity of the pool minus
200 GB of reserved space.

Health

* OK

* Degraded
e Fault

e N/A

e Unknown

Reason
If Hedlth is not OK, this field shows the reason for the health state.

Action
If Hedlth is not OK, this field shows recommended actions to take to resolve the health issue.

Example Show information about all pools.
# show pools
Show information about virtual pools.
# show pools type virtual

Basetypes « pools

« disk-groups
e tiers
e dtatus

Seedso ¢ deletepools
e setpool
« show pool-statistics
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show pool-statistics

Description

Min. role

Syntax

Parameters

Shows live or historical performance statistics for pools. For pool performance statistics, the system
samples live data every 30 seconds and historical data every quarter hour, and retains historical datafor 6
months.

The historical option allows you to specify atime range or anumber (count) of datasamplestoinclude. Itis
not recommended to specify both the t ime -range and count parameters. If both parameters are
specified, and more samples exist for the specified time range, the samples values will be aggregated to
show the required number of samples.

Statistics shown only in XML API output are described in "XML API basetype properties’ (page 376).
monitor

To show live statistics:

show pool-statistics
[pool pools]
[tier performance|standard|archive|readcache]

To show historical statistics:

show pool-statistics
[all]
[count number-of-data-samples]
[filename filename.csv]
historical
[pool pools]
[tier performance|standard|archive|readcache]
[time-range "date/time-range"]

all
Optional. Specifiesto show the full set of performance metrics. If this parameter is omitted, the default set
of performance metrics will be shown.

count number-of-data-samples

Optional. Specifies the number of data samplesto display, from 1 to 100. Each sample will be shown as a
separate row in the command output. If this parameter is omitted, 100 sampleswill be shown. If you specify
this parameter, do not specify the t ime - range parameter.

filename filename.csv
Optional. Specifiesto save historical statistics, in CSV format, to afile on the controller. To access thefile,
use FTPR.

historical
Optional. Specifiesto show historical statistics. If this parameter is omitted, live statistics will be shown.

pools pools

Optional. Specifies acomma-separated list the names or serial numbers of the pools for which to show
information. If this parameter is omitted, information will be shown for all pools. A name that includes a
space must be enclosed in double quotes.

tier performance|standard|archive|readcache
Optional. Specifiesthetier for which to show statistics.

time-range "date/time-range"

Optional. Specifies the date/time range of historical statisticsto show, intheformat "start
yyyy-mm-dd hh:mm [AM|PM] end yyyy-mm-dd hh:mm [AM]|PM] ".If the start date/timeis
specified but no end date/time is specified, the current date/time will be used as the end date/time. The
system will return the oldest sample taken after the start time and the latest sampl e taken before the end
time. If the specified start date/time is earlier than the oldest sample, that sample will be used as the start
date/time. If you specify this parameter, do not specify the count parameter. If this parameter is omitted,
the most recent 100 data samples will be displayed.
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disks
Optional. Specifies acomma-separated list of disks for which to show information. If this parameter is
omitted, information will be shown for all disks. For disk syntax, see "Command syntax" (page 23).

Output ' Live

Pool
The name of the pool.

Pages Allocated per Min
Therate, in pages per minute, at which pages are allocated to volumes in the pool because they need more
space to store data.

Pages Deallocated per Min
Therate, in pages per minute, at which pages are deallocated from volumes in the pool because they no
longer need the space to store data.

Pages Unmapped per Minute
The number of 4-MB pages that host systems have unmapped per minute, through use of the SCSI unmap
command, to free storage space as aresult of deleting files or formatting volumes on the host.

Time (ms) Since Reset
The amount of time, in milliseconds, since these statistics were last reset, either by a user or by acontroller
restart.

Reads
The number of read operations since these statistics were last reset or since the controller was restarted.

Writes
The number of write operations since these statistics were last reset or since the controller was restarted.

Data Read
The amount of data read since these statistics were last reset or since the controller was restarted.

Data Written
The amount of data written since these statistics were last reset or since the controller was restarted.

Bytes per second
The data transfer rate calculated over the interval since these statistics were last requested or reset. This
value will be zero if it has not been requested or reset since a controller restart.

I0PS
The number of input/output operations per second, calculated over theinterval since these statistics were
last requested or reset. This vaue will be zero if it has not been requested or reset since a controller restart.

I/0 Resp Time
The average response time, in microseconds, for read and write operations since the last sampling time.

Read Resp Time
Shown by the a11 parameter. The average response time, in microseconds, for read operations since the
last sampling time.

Write Resp Time
Shown by the a11 parameter. The average response time, in microseconds, for write operations since the
last sampling time.

Output = Historical
For apool:

Pool
The name of the pooal.

Total I/Os
The total number of read and write operations since the last sampling time.
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Reads
Shown by the a11 parameter. The number of read operations since the last sampling time.

Writes
Shown by the a11 parameter. The number of write operations since the last sampling time.

Data Transferred
The total amount of data read and written since the last sampling time.

Data Read
Shown by the a11 parameter. The amount of data read since the last sampling time.

Data Written
Shown by the a1l parameter. The amount of data written since the last sampling time.

Total IOPS
The total number of read and write operations per second since the last sampling time.

Read IOPS
Shown by the a11 parameter. The number of read operations per second since the last sampling time.

Write IOPS
Shown by the a11 parameter. The number of write operations per second since the last sasmpling time.

Total B/s
Thetotal datatransfer rate, in bytes per second, since the last sampling time.

Read B/s
Shown by the a11 parameter. The data transfer rate, in bytes per second, for read operations since the last
sampling time.

Write B/s
Shown by the a11 parameter. Datatransfer rate, in bytes per second, for write operations since the last
sampling time.

Allocated Pages
The number of 4-MB pages allocated to volumesin the pool.

Sample Time
Date and time, inthe format year-month-day hour:minutes: seconds, when the data sample
was taken.

For each tier in the pool:

Pool

The name of the pool.

Tier

The name of thetier.

Total I/Os,Reads,Writes,Data Transferred,Data Read,Data Written, Total

IOPS,Read IOPS,Write IOPS, Total B/s,Read B/s,Write B/s
As described for a pool, above.

Allocated Pages
The number of 4-MB pages allocated to volumesin the tier.

Page Moves In
The number of pages moved into thistier from adifferent tier.

Page Moves Out
The number of pages moved out of thistier to other tiers.

Page Rebalances
The number of pages moved between disksin thistier to automatically load balance.
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Initial Allocations

The number of 4-MB pagesthat are allocated as aresult of host writes. This number does not include pages
allocated as aresult of background tiering page movement. (Tiering moves pages from one tier to another,
so one tier will see a page deallocated, while another tier will show pages allocated. These background
moves are not considered initial allocations.)

Unmaps
The number of 4-MB pages that are automatically reclaimed and deall ocated because they are empty (they
contain only zeroes for data).

RC Copies
The number of 4-MB pages copied from spinning disks to SSD read cache (read flash cache).

Sample Time
Date and time, in the format year-month-day hour:minutes:seconds, when the data sample
was taken.

Example Show live statistics for all poals.
# show pool-statistics
Show historical statistics from a specified date and time range for pool A.

# show pool-statistics pools A historical time-range "start 2014-06-01 4:40 PM
end 2014-06-01 5:00 PM"

Show all samples of historical statistics for the Standard tier in pool A.

# show pool-statistics historical all pools A tier standard
Basetypes ¢ pool-statistics (live)

e resettable-statistics (live)

e tier-statistics (live)

e pool-summary (historical)

e pool-hist-statistics (historical)

e tier-summary (historical)

e tier-hist-statistics (historical)

« readcache-hist-statistics (historical)

e dtatus

Seealso ¢ resetal-statistics
e reset pool-statistics
» show pools
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show ports

Description  Shows information about host portsin both controllers.
Min. role monitor

Syntax show ports
[detail]

Parameters detail
Optional. This parameter shows additional detail about the port status, including SFP information.

Output Ports
Controller ID and port number

Media

e FC(P): Fibre Channel Point-to-Point

e FC(L): Fibre Channel-Arbitrated Loop (public or private)
e FC(-): Not applicable, aswhen the port is disconnected
e SAS: Serial Attached SCS

e 1SCSTI: Internet SCSI

Target ID
Port WWN or IQN

Status

e Up: Theportiscabled and hasan /O link.

* Warning: Not all of the port's PHY s are up.

e Error: Theportisreporting an error condition.

* Not Present: The controller moduleisnot installed or is down.

e Disconnected: Either no I/O link is detected or the port is not cabled.
Speed (A)

e Actual link speed in Ghit/s.

« Blank if not applicable.

Speed (C)

Configured host-port link speed. Not shown for SAS.
e FC: Auto, 16Gb, 8Gb, or 4Gb (Ghit/s)

* iSCSI: Auto

« Blank if not applicable

Health

¢ OK

* Degraded
¢ Fault

e N/A

e Unknown

Reason
If Health is not OK, this field shows the reason for the hedlth state.

Action
If Hedlth is not OK, this field shows recommended actions to take to resolve the health issue.

Topo (C)
FC and SAS only. Configured topol ogy.
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Lanes Expected
SASonly. If thedetail parameter is specified, this field shows the expected number of PHY lanesin the
SAS port.

Active Lanes

SASonly. If thedetail parameter is specified, this field shows the number of active lanesin the SAS
port. If the port is connected and fewer lanes are active than are expected, the port status will change to
Warning, the health will change to Degraded, and event 354 will be logged.

PID

FConly. If thedetail parameter isspecified, thisfield is shown. If the port is using loop topology and the
port statusis Up, thisfield showsthe primary loop ID. If the port is not using loop topology or the port
statusis not Up, thisfield showsN/A.

IP Version
iSCSI only. IPv4 or IPv6.

IP Address
iSCSI only. Assigned port | P address.

Gateway
iSCSI only. For IPv4, gateway | P address for assigned | P address.

Netmask
iSCSI only. For 1Pv4, subnet mask for assigned | P address.

Default Router
iSCSI only. For IPv6, default router for assigned | P address.

Link-Local Address
iSCSI only. For 1Pv6, the link-local address that is automatically generated from the MAC address and
assigned to the port.

MAC
iSCSI only. Unique Media Access Control (MAC) hardware address, also called the physical address.

SFP Status
If thedetail parameter is specified, thisfield shows the SFP status:

e OK
e Not present: No SFPisinserted in this port.

e Not compatible: The SFPinthisportisnot quaified for usein this system. When this condition is
detected, event 464 is logged.

e Incorrect protocol: The SFP protocol does not match the port protocol. When this condition is
detected, event 464 islogged.

Part Number
If thedetail parameter is specified, thisfield shows the SFP part number.

Supported Speeds
FConly. If thedetail parameter is specified, thisfield shows the link speeds that the SFP supports.

10G Compliance
iSCSI only. If thedetail parameter is specified, this field shows the SFP's 10G compliance code, if
supported.

Ethernet Compliance
iSCSI only. If thedetail parameter is specified, thisfield shows the SFP's Ethernet compliance code, if
supported.

Cable Technology
iSCSI only. If thedetail parameter is specified, this field shows whether the SFP supports active or
passive cable technology.
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Cable Length
iSCSI only. If thedetail parameter is specified, this field shows the link Iength (in meters) that is
supported by the SFP while operating in compliance with applicable standards for the cable type.

Example Show information about host ports in each controller module.
# show ports
Show detailed information about host ports in each controller module.

# show ports detail

Basetypes ¢ port
e status

Seealso ¢ set host-parameters
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show power-supplies

Description
Min. role

Syntax
Output

Example

Basetypes

Seedso

Shows information about each power supply in the storage system.
monitor
show power-supplies

Encl
The ID of the enclosure that contains the power supply.

Serial Number
The serial number of the power supply.

Name
The power supply identifier and location.

Health

¢ OK

* Degraded
e Fault

e N/A

e Unknown

Reason
If Hedlth is not OK, this field shows the reason for the health state.

Action
If Hedlth is not OK, this field shows recommended actions to take to resolve the health issue.

Show information about each power supply in each enclosure.

# show power-supplies

« unhealthy-component
e power-supplies

e fan

e dtatus

» show fans

e show frus
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show priorities

Description  Shows snapshot-retention priorities for a specified snap pool. This command appliesto linear storage only.

Snap-pool priorities, in conjunction with snapshot priorities, determine which snapshots are retained if
system resource limitations require some snapshots to be automatically deleted.

Lower-priority snapshots will be deleted before higher-priority snapshots. Priority values are 0-65535.
Min. role monitor

Syntax show priorities
snap-pool

Parameters snap-pool
The name or serial number of the snap pool, as shown by the show snap-pools command.

Output Attribute Name

¢ Standard Snapshot

* Volume Copy Snapshot: A snapshot that is being used to copy datafrom a source volumeto a
destination volume. This attribute is temporary for the duration of the volume-copy process.

* Replication Snapshot

* Replicating Snapshot: A snapshot that isbeing replicated to a secondary volume. This snapshot
isrequired in order to resume the replication. The attribute is temporary for the duration of the
replication process.

e Common Sync Point Snapshot: Thelatest snapshot that is copy-complete on all secondary
volumes. It identifies acommon point in time that is known by all destinations.

* Only Sync Point Snapshot: Theonly sync point that isavailable on at least one secondary
volume. If this snapshot is removed, then the next replication requires afull sync to be performed.

e Queued Snapshot: A snapshot that was taken for remote replication but is queued waiting for the
previous replications to complete.

* DRM Snapshot: A temporary standard snapshot created from a replication snapshot for the purpose
of doing atest failover for disaster recovery management (DRM).

Priority
Retention priority for the corresponding attribute. Values are shown as hexadecimal numbers.

Example Show priorities for snap-pool sp1.
# show priorities SP1

Basetypes e« attribute-priorities
e sStatus

Seealso ¢ setpriorities
« show snap-pools
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show protocols

Description

Min. role

Syntax
Output

Example

Shows which management services and protocols are enabled or disabled.
monitor
show protocols

Web Browser Interface (HTTP)
Shows whether the standard WBI web server is enabled or disabled. The default isDisabled.

Secure Web Browser Interface (HTTPS)
Shows whether the secure WBI web server is enabled or disabled. The default is Enabled.

Command Line Interface (Telnet)
Shows whether the standard CLI is enabled or disabled. The default is Enabled.

Secure Command Line Interface (SSH)
Shows whether the secure shell CLI is enabled or disabled. The default is Enabled.

Storage Management Initiative Specification (SMI-S)

Shows whether the secure SMI-Sinterface is enabled or disabled. When enabled, this option allows SMI1-S
clients to communicate with each controller’s embedded SMI-S provider viaHTTP port 5989. The default
iSEnabled.

Unsecure Storage Management Initiative Specification (SMI-S 5988)

Shows whether the secure SMI-Sinterface is enabled or disabled. When enabled, this option allows SMI1-S
clients to communicate with each controller’s embedded SMI-S provider viaHTTP port 5988. The default
isDisabled.

File Transfer Protocol (FTP)
Shows whether the expert interface for performing actions such as updating firmware is enabled or
disabled. The default isEnabled.

Simple Network Management Protocol (SNMP)
Shows whether the SNMP interface is enabled or disabled. When thisisdisabled, all SNMP requests to the
MIB are disabled and SNMP traps are disabled. The default isEnabled.

Service Debug
Shows whether the Telnet debug port is enabled or disabled. The default isDisabled.

In-band SES Management (SES)
Shows whether the in-band SES interface is enabled or disabled. The default is Enabled.

Activity Progress Reporting (activity)

Shows whether access to the activity progressinterface viaHTTP port 8081 is enabled or disabled. This
mechanism reports whether afirmware update or partner firmware update operation is active and shows the
progress through each step of the operation. In addition, when the update operation completes, statusis
presented indicating either the successful completion, or an error indication if the operation failed. Thisis
disabled by default.

Management Mode
Shows the default management mode, which controls the terminology used in command output and system
messages. This setting does not affect access to commands.

e v2: Usesterminology that is oriented to managing linear storage. For example, vdisk for disk groups
and pools.

e v3: Usesterminology that is oriented to managing virtual and linear storage. For example, disk group
for disk groups and pool for pools.

To see the management mode for the current CLI session, which can be set differently than the default, use
the show cli-parameters command.

Show the status of service and security protocols.

# show protocols
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Basetypes «  security-communications-protocols
e dtatus

Seealso ¢ setprotocols
e show cli-parameters
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show provisioning

Description

Min. role

Syntax

Parameters

Shows information about how the system is provisioned. This command shows the associations between
controllers, disks, vdisks or pools, volumes, and mappings. The command will show information for all
associations by default, or you can use parameters to filter the output.

This command is useful for the following purposes:

* You want aquick overview of how the system is provisioned.

e You know of adisk-related issue (perhaps from the event log) and want to understand what components
it may be impacting. You can use this command to see which volume WWNs are affected, which you
can use on the host to determine which device node might be seeing errors.

* You know of avolume-level issue and want to determine which associated components to investigate.
You can use this command to quickly see which controller owns the volume and which disks are
associated with the volume. For example, perhaps at the OS level, a certain device node (target) looks
“slow” relativeto the rest of the targets. You can correlate the OS device node to the volume WWN (or
LUN), and then use the command output to find the associated controller and disks.

monitor

show provisioning

[disks disks | luns LUNs | pool pools | ports ports | vdisks vdisks | volumes
volumes]

[no-mapping]
[unhealthy]

disks disks
Optional. Shows provisioning information for the specified list of disks. For disk syntax, see "Command
syntax™ (page 23). This command does not support the use of hyphens to indicate arange of disks.

luns LUNs
Optional. Shows provisioning information for the specified list of LUNSs.

no-mapping
Optional. Shows the Mapped field but no other mapping information. If this parameter is omitted, al
mapping information is shown.

pool pools
Optional. Shows provisioning information for the specified list of pools. A name that includes a space must
be enclosed in double quotes.

ports ports
Optional. Shows provisioning information for the specified list of ports. For port syntax, see "Command
syntax" (page 23). This command does not support the use of hyphens to indicate a range of ports.

vdisks vdisks
Optional. Shows provisioning information for the specified list of vdisks. A name that includes a space
must be enclosed in double quotes.

volumes volumes
Optional. Shows provisioning information for the specified list of volumes. A name that includes a space
must be enclosed in double quotes.

unhealthy
Optional. Shows provisioning information for vdisks or pools whose health is not OK. If this parameter is
omitted, provisioning information is shown for al vdisks or pools.
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Output = Volume information:
Volume

* Volume name.
* Blank if the vdisk or pool does not have avolume.

WWN

¢ Volume World Wide Name.
¢ Blank if the vdisk or pool does not have avolume.

Ctlr
Owning controller of the vdisk or poal.

Disks
Shorthand list of the disks within avdisk or pool.

Pool (v3)
Pool name.

vdisk (v2)
Vdisk name.

Health
Health of the associated vdisk or pooal:

* OK

* Degraded
e Fault

e N/A

e Unknown

Mapped
Indicates whether the volume is mapped. Thisis useful when the no-mapping parameter is specified to
hide detailed mapping information.

e Yes: Thevolumeis mapped.
* No: Thevolumeis not mapped.

Mapping information:
Ports

» Controller host ports that the mapping applies to.
e Blank if not mapped or mapped asno-access.
LUN

¢ LUN that identifies the volume to a host.

* Blank if not mapped or mapped asno-access.

Access

Type of host accessto the volume;

e read-write: Thehost hasread and write access to the volume. Thisis the default.
e read-only: Thehost has read access to the volume.

* no-access: Thehost is denied access to the volume.

¢ not-mapped: The host isnot mapped to the volume.
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Host-Port-Identifier (v2)

* For an FCinitiator, its WWPN.

e For aSASinitiator, its WWPN.

e For aniSCSl initiator, its node name (typically the IQN).

* all other initiators: Thevolume'sdefault mapping.

Identifier (v3)
SeeHost-Port-Identifier, above.

Nickname
Host nickname, or blank if not set or for all other hosts

Example Show provisioning for the system.
# show provisioning
Show provisioning for vdisk myR1.
# show provisioning vdisks myR1
Show provisioning for al unhealthy vdisks.
# show provisioning unhealthy

Basetypes  provisioning

e dtatus
Seeaso ¢ show disk-groups
e show disks
e show maps
« show pools
e show vdisks
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show redundancy-mode

Description  Shows the redundancy status of the system.
Min. role monitor
Syntax show redundancy-mode

Output Controller Redundancy Mode
Shows the system’s operating mode, also called the cache redundancy mode:

e Independent Cache Performance Mode: For adual-controller system, controller failover is
disabled and datain a controller’s write-back cacheis not mirrored to the partner controller. This
improves write performance at the risk of losing unwritten dataif a controller failure occurs while there
is datain controller cache.

* Active-Active ULP: Both controllers are active using ULP (Unified LUN Presentation). Data for
volumes configured to use write-back cache is automatically mirrored between the two controllers to
provide fault tolerance.

e Single Controller: The enclosure containsasingle controller.

* Failed Over: Operation hasfailed over to one controller because its partner is not operational. The
system has lost redundancy.

e Down: Both controllers are not operational.

Controller Redundancy Status

e Redundant with independent cache: Both controllers are operational but are not mirroring
their cache metadata to each other.

* Redundant: Both controllers are operational .

e Operational but not redundant: |nactive-active mode, one controller isoperational and the
other is offline. In single-controller mode, the controller is operational.

* Down: Thiscontroller is not operational.

e Unknown: Statusinformation is not available.
Controller ID Status

e Operational: The controller isoperational.

* Down: The controller isinstalled but not operational.
e Not Installed: Thecontrollerisnot installed.

Controller ID Serial Number

¢ Controller module serial number
e Not Awvailable: The controller isdown or not installed.

Other MC Status
The operational status of the Management Controller in the partner controller. Thisis not factored into
system health.

* Operational
¢ Not Operational
* Not Communicating
* Unknown
Example Show the redundancy status of the system.

# show redundancy-mode

Basetypes ¢ redundancy
o status
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show refresh-counters

Description In XML API format only, shows when the data represented by the basetype was last updated.

The value 0 means the data has never been updated and is not cached. A value other than 0 is atimestamp
indicating that the data has been updated. If the value has changed since the last time you called this
command then the data has changed.

Min. role monitor
Syntax show refresh-counters

Basetypes « refresh-counters
e dtatus

Seealso ¢ et cli-parameters
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show remote-systems

Description  Shows information about remote systems associated with the local system. This command appliesto linear
storage only.

Min. role monitor

Syntax show remote-systems
[system]

Parameters system
Optional. The name or network-port | P address of the remote system about which to show information.

Output System Name
The name of the remote system.

System Contact
The name of the person who administers the remote system.

System Location
The location of the remote system.

System Information
A brief description of the remote system.

Vendor Name
The vendor name of the remote system.

Product ID
The product model identifier of the remote system.

Product Brand
The brand name of the remote system.

IP Address Controller A
The IP address of the network port in controller A in the remote system.

IP Address Controller B
The IP address of the network port in controller B in the remote system.

Username
The name of a user with the manage role in the remote system.

Status

e Uninitialized: Thissystem hasn't communicated with the remote system.
* Ready: Thissystem has contacted the remote system and it is ready to use.

e Connected: Thissystem istransferring data to the remote system.

* Not Connected: The system is not connected to the remote system.

Last Connected
Date and time, in the format year-month-day hour:minutes: seconds (UTC), when successful
communication was last established between the MC in the local system and the MC in the remote system.
This value does not indicate when connection status was last determined, and will not be updated if the
remote MC is not accessible or if the connection statusisNot Connected.
Example Show information about remote system System?2.

# show remote-systems System2

Basetypes ¢ remote-system
e dtatus
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Seealso ¢ create remote-system
e delete remote-system
e remote
e set remote-system
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show replication-images

Description  Shows information about replication images. This command appliesto linear storage only.

The command will show information for all replication images by default, or you can use parametersto
filter the output.

Min. role monitor

Syntax show replication-images
[set replication-set]
[replication-volumel

Parameters set replication-set
Optional. Specifies the name or serial number of areplication set for which to show image information. A
name that includes a space must be enclosed in double quotes.

replication-volume

Optional. Specifies the name or serial number of areplication volume for which to show image
information. A name that includes a space must be enclosed in double quotes. If the name is not unique
within the replication set, the local volume is assumed. If the name is not unique across replication sets,
specify the set parameter.

Output Replication volume summary information:

Name
The replication volume name.

Serial Number
The replication volume serial number.

Type
The replication volume type:

* Primary Volume: Thevolumeisthe primary volumein areplication set.
e Secondary Volume: Thevolumeisthe secondary volumein areplication set.
Replication volume image information:

Image Serial Number
The replication image serial number.

Image Name
The user-defined name assigned to the primary image.

Snapshot Serial
The replication snapshot serial number associated with the image. The replication snapshot is associated
with the replication volume specified in the request.

Snapshot Name
The replication snapshot name associated with the image. For a secondary image, thisvalueisnot filled in
until the replication is completed.

Creation Date/Time
The date and time when the replication image was created on the replication volume.
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Information shown for secondary images, not primary images:

Status

The status of the replication image:

¢ N/A: Theimageinformation is not valid.

e Queued: Theimageisknown to exist in the primary-view volume but replication has not started.
e Replicating: Theimageisbeing replicated.

« Suspended: Theimageis being replicated but replication is suspended.

* Complete: Theimageis created, fully replicated, and available.

e Create-Snapshot: Theimageisfully replicated but a snapshot of the imageis being created.
e Offline: Theimage has been replicated but is unusable due to an error.

Progress
The percentage complete if the image is being replicated. Applies only to secondary volumes.

Start Date/Time
The date and time when replication started on the replication volume.

Last Update
The date and time when the image was last updated (either due to an ongoing replication operation or the
replication being completed).

Suspended
The date and time when the image was suspended or resumed.

Est Complete
The estimated time when replication is expected to complete.

Time [HH:MM:SS]
Thetotal time of replication (in hours, minutes, and seconds) including any suspension time.

Example Show information about replication images for replication set rsvoll.
# show replication-images rsvoll

Basetypes ¢ replication-volume-summary
e dStatus

Seealso ¢ show replication-sets
» show replication-volumes
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show replication-sets

Description  Shows information about replication setsin the local system. This command appliesto linear storage only.
You can view information about all replication sets or a specific replication set.
Min. role monitor

Syntax show replication-sets
[replication-set]

Parameters replication-set
Optional. The name or serial number of areplication set or volume for which to display replication-set-level
information. A name that includes a space must be enclosed in double quotes. If this parameter is omitted,
information is shown for all replication sets.

Output Replication set information:

Name
The replication set name.

Serial Number
The replication set serial number.

Replication volume information:

Name
The replication volume name.

Serial Number
The replication volume serial number.

Status

Replication volume status:

e 1Initializing: Theinitia (full) replication to the volumeisin progress.

e Online: Thevolumeisonline and is consistent with the last replicated image.

e Inconsistent: Thevolumeisonline butisin aninconsistent state. A full replication isrequired to
initializeit.

* Replicating: Thevolumeisonlineand replicationisin progress.

* Replicate-delay: Thevolumeisonline but the in-progress replication has been temporarily
delayed. A retry is occurring.

* Suspended: Thevolumeisonline but the in-progress replication has been suspended.

* Offline: Thevolume cannot be accessed or is unusable dueto an error.

* Establishing proxy: Thevolumeis establishing a proxy connection to aremote volume. This
will occur when a detached secondary volume is reattached and is re-establishing a connection with the
primary system in preparation for replication.

* Detached: Thevolumeisdetached for removal.

Status-Reason
More information about the status value, or N/A for Online status.

Monitor
The replication volume monitoring status:

e OK: Communication to the remote volume is successfully occurring on the FC or iSCSI network.

¢ Failed: Communication to the remote volume has failed because of an FC or iSCS| network issue or
because the remote volume has gone offline.

Location
The replication volume location: Local or Remote.
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Primary-Volume
The primary volume name. If the replication set has a primary-volume conflict, al associated primary
volumes are displayed.

Primary-Volume-Serial
Primary volume serial number. If the replication set has a primary-volume conflict, al associated primary
volumes are displayed.

Primary-Volume-Status
Primary volume status: Online, Offline, Conflict, or N/A.

MaxQueue
The number of replication images to consider when determining the next image to replicate. Used only if
theOn Collision parameterissetto Oldest.

MaxRetryTime
The amount of time in seconds that the replication volume should retry areplication operation on any
specific image when errors occur. Used only if theOn Error parameter is set to Retry.

On Error
The error policy to invoke when errors occur during the replication process: Retry or Suspend.

Link Type

The type of ports used to link the primary and secondary volumes:
e FC: FC ports.

e 1SCSI:iSCSl ports.

On Collision

The collision policy used to determine the next image to replicate when multiple replication images are
gueued: Newest or Oldest.

Monitor Interval
Theinterval in seconds at which the primary volume should query the secondary volume.

Priority
The priority of the replication process on the replication volume: Low, Medium, or High.

Connection Status

e Not Attempted: Communication has not been attempted to the remote volume.

e Online: Thevolumesin thereplication set have avalid connection but communication is not currently
active.

¢ Active: Communication is currently active to the remote volume.
e Offline: No connectionisavailable to the remote system.

Connection Time
The date and time of the last communication with the remote volume, or N/A.

Remote link information:
Connected Ports

« For aremote primary or secondary volume, thisfield showsthe ID of the port in the local system that is
being used for communication with the remote system. To determine this, the system first probes al
host ports on the controller that owns the replication set to find communication paths to aremote
address. After al host ports are probed, if at least one path is found, the IDs of host ports found are
shown and the probing stops. If no path is found, the system will repeat this process on the partner
controller. If no path isfound, N/2 is shown.

e For alocal primary or secondary volume, thisfield showsN/A.

Remote Address
The address of each host port in the remote system through which the volume is accessible.
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Example Show information about all replication sets.
# show replication-sets
Show information about replication set RS1.
# show replication-sets RS1
Basetypes « replication-set
e dtatus

Seealso ¢ show replication-images
show replication-volumes
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show replication-volumes

Description

Min. role

Syntax

Parameters

Output

Shows information about volumes in replication sets. This command applies to linear storage only.

The command will show information for all replication volumes by default, or you can use parameters to
filter the output.

monitor

show replication-volumes
[set replication-set]
[replication-volumel

set replication-set
Optional. Specifiesthe name or serial number of areplication set for which to show volume information. A
name that includes a space must be enclosed in double quotes.

replication-volume

Optional. Specifiesthe name or serial number of areplication volume for which to show information. A
name that includes a space must be enclosed in double quotes. If the nameis not unique within the
replication set, the local volumeis assumed. If the name is not unique across replication sets, specify the
set parameter.

Replication volume information:

Name
The replication volume name.

Serial Number
The replication volume serial number.

Status

The replication volume status:

e Initializing: Theinitia (full) replication to the volumeisin progress.

e Online: Thevolumeisonlineand is consistent with the last replicated image.

e Inconsistent: Thevolumeisonline butisin aninconsistent state. A full replication is required to
initializeiit.

* Replicating: Thevolumeisonlineand replication isin progress.

e Replicate-delay: Thevolumeisonline but the in-progress replication has been temporarily
delayed. A retry is occurring.

¢ Suspended: Thevolumeisonline but the in-progress replication has been suspended.

e Offline: Thevolume cannot be accessed and is unusable due to an error.

e Establishing proxy: Thevolumeis establishing a proxy connection to aremote volume. This
will occur when a detached secondary volumeis reattached and is re-establishing a connection with the
primary system in preparation for replication.

e Detached: Thevolumeis detached for removal.

Status-Reason
More information about the status value, or N/A for Online status.

Monitor

The replication volume monitoring status:

e OK: Communication to the remote volume is successfully occurring on the iSCSI network.

¢ Failed: Communication to the remote volume hasfailed because of aniSCSI communication issue or
because the remote volume has gone offline.

Location
The replication volume location: Local or Remote.
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Primary-Volume
The primary volume name. If the replication set has a primary-volume conflict, al associated primary
volumes are displayed.

Primary-Volume-Serial
The primary volume serial number. If the replication set has a primary-volume conflict, all associated
primary volumes are displayed.

Primary-Volume-Status
The primary volume status: Online, Offline, Conflict, Or N/A.

MaxQueue
The maximum number of replication images to consider when determining the next image to replicate.
Used only if theOn Collision parameterissetto Oldest. Thedefaultis 32.

MaxRetryTime

The maximum amount of time in seconds that the replication volume should retry areplication operation on
any specific image when errors occur. Used only if theOn Error parameter is set to Ret ry. The default
is 1800.

On Error

The error policy to invoke when errors occur during the replication process:

e Retry: Retry thereplication for the time specified by the MaxRet ryTime value. Thisisthe default.

* Suspend: Suspend the replication until the error is resolved automatically or through user
intervention.

Link Type

The type of ports used to link the primary and secondary volumes:

e FC: FC ports.

e 1iSCSTI:iSCSl ports.

On Collision

The collision policy used to determine the next image to replicate when multiple replication images are
queued:

¢ Newest: Only the latest replication image should be considered for the next replication operation.

e Oldest: Only the latest n replication images should be considered for the next replication operation,
where n is defined by the MaxQueue value and the oldest of these images should be considered first.
Thisisthe default.

Monitor Interval

Theinterval in seconds at which the primary volume should query the secondary volume. The default is

300.

Priority

The priority of the replication process on the replication volume:

* High: Replication has higher priority than host I/O. This can cause heavy 1/0 to be slower than normal.
Thisisthe default.

* Medium: Replication performance is balanced with host 1/0 performance.

¢ Low: Replication runs at a slower rate with minimal effect on host 1/0. Use when streaming data
without interruption is more important than data redundancy.

Connection Status

e Not Attempted: Communication has not been attempted to the remote volume.

e Online: Thevolumesin the replication set have avalid connection but communication is not currently
active.

e Active: Communication is currently active to the remote volume.
e Offline: No connectionisavailable to the remote system.
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Connection Time
The date and time of the last communication with the remote volume, or N/A.

Remote link information:

Connected Ports

« For aremote primary or secondary volume, thisfield showsthe ID of the port in the local system that is
being used for communication with the remote system. To determine this, the system first probes all
host ports on the controller that owns the replication set to find communication pathsto a remote
address. After al host ports are probed, if at least one path is found, the IDs of host ports found are
shown and the probing stops. If no path is found, the system will repeat this process on the partner
controller. If no path isfound, N/A is shown.

e For alocal primary or secondary volume, thisfield showsN/A.

Remote Address
The address of each host port in the remote system through which the volume is accessible.

Example Show information about all replication volumes.
# show replication-volumes
Show information about replication volume MyData in replication set RS1.

# show replication-volumes set RS1 MyData

Basetypes ¢ replication-volume
o dstatus

Seealso ¢ setreplication-volume-parameters
» show replication-sets
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show sas-link-health

Description  Shows the condition of SAS expansion-port connections.

Min. role monitor

Syntax show sas-link-health

Output Encl
The enclosure ID.

Ctlr
The ID of the controller module or expansion module.

Name

Oout Port: Egress (expansion) port in acontroller module or an expansion module. Can be connected

to an ingress port in an expansion module.

In Port: Ingress portin an expansion module. Can be connected to an egress (expansion) portin a

controller module or an expansion module.

Status

Up: The port is cabled and has an I/O link.

Warning: Not al of the port's PHY s are up.

Error: Theport isreporting an error condition.

Not Present: The controller module isnot installed or is down.

Disconnected: Either no 1/0 link is detected or the port is not cabled.

Health

OK
Degraded
Fault
N/A

Unknown

Reason
If Hedlth is not OK, this field shows the reason for the health state.

Action
If Hedlth is not OK, this field shows recommended actions to take to resolve the health issue.

Example Show the condition of SAS expansion-port connections in each enclosure.

# show sas-link-health

Basetypes -

expander-ports
status

show schedule-details (Deprecated)

Use show schedules.

show sas-link-health 309



show schedules

Description  Shows information about all task schedules.

Syntax show schedules
[schedule-name]

schedule-name
Optional. Shows information about the specified schedule only. A name that includes a space must be
enclosed in double quotes. If this parameter is omitted, information is shown for all schedules.

Output Schedule Name
The schedule name.

Schedule Specification
The schedule settings for running the associated task.

Status

* Uninitialized: Thetask isnot yet ready to run.

¢ Ready: Thetask isready to run at the next scheduled time.

* Suspended: Thetask had an error and isholding in its current state.
e Expired: Thetask exceeded a constraint and will not run again.

e Invalid: Thetaskisinvalid.

¢ Deleted: Thetask has been deleted.

Next Time
The date and time, intheformat year-month-day hour:minutes:seconds (UTC), whenthe
schedule will next run.

Task To Run
The name of the task that the schedule runs.

Error Message

« If an error occurred while processing the task, the error message.
e Blank if no error occurred.

Task-specific information, as shown by the show tasks command.
Example Show information about all task schedules.

# show schedules

Show information about schedule Sched?2.

# show schedules Sched2

Basetypes « schedules
e dtatus

Seealso ¢ createschedule
e delete schedule
e set schedule
e show tasks
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show sensor-status

Description  Shows the status of each environmental sensor in each enclosure.

Information shown only for a controller enclosure: on-board temperature, disk controller temperature,
memory controller temperature, supercapacitor voltage and charge, overall unit (enclosure) status.

Information shown for all enclosures: temperature, voltage, and current for each IOM (controller module or
expansion module); temperature, voltage, and current for each PSU (power supply).

Normal and error ranges for temperature and voltage are specified in the Setup Guide.
Min. role monitor

Syntax show sensor-status

Output Encl
The enclosure ID.

Drawer
The drawer ID.

Sensor Name
The sensor name and location.

Value

* For asensor, itsvalue.
¢ For Overall Unit Status, one of the status val ues below.

Status

e OK: Thesensor is present and detects no error condition.

e Warning: The sensor detected a non-critical error condition. Temperature, voltage, or current is
between the warning and critical thresholds.

* Error: The sensor detected acritical error condition. Temperature, voltage, or current exceeds the
critical threshold.

e Unavailable: Thesensor is present with no known errors, but has not been turned on or set into
operation because it isinitializing. Thistypically occurs during controller startup.

* Unrecoverable: The enclosure management processor (EMP) cannot communicate with the sensor.
e TUnknown: The sensor is present but statusis not available.

* Not Installed: Thesensor isnot present.

e Unsupported: Status detection is not implemented.

Example Show the status of each environmental sensor in each enclosure.
# show sensor-status

Basetypes ¢ sensors
e drawer-sensors
status
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show shutdown-status

Description Shows whether each Storage Controller is active or shut down.
Min. role monitor
Syntax show shutdown-status

Output Controller A
e up (active)
* down (shut down or killed)
* not installed

Controller B

e up (active)

* down (shut down or killed)

* not installed

Other MC Status

The operational status of the Management Controller in the partner controller. Thisis not factored into
system health.

e Operational

* Not Operational

* Not Communicating

* Unknown
Example Show the shutdown status of each controller.
# show shutdown-status

Basetypes « show-other-mc-status
» shutdown-status
e status

Seealso ¢ restart
¢ shutdown
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show snap-pools

Description  Shows information about snap pools. This command appliesto linear storage only.

The command will show information for all snap pools by default, or you can use parametersto filter the
output.

NOTE: The process of freeing space associated with deleted snapshots occurs more slowly when the
system is operating write-through cache mode than in write-back cache mode. Therefore, there will be a
delay between deleting the snapshots and when their used space is shown as free space by the show
snap-pools command.

Min. role monitor

Syntax show snap-pools
[controller a|b|both]
[pool pooll

Parameters controller a|b|both
Optional. Shows snap pools owned by controller A only, by controller B only, or by either controller
(both). If this parameter is omitted, all snap pools owned by either controller are shown.

pool pool

Optional. Specifies the name or serial number of the pool that contains the snap pools for which to show
information. A name that includes a space must be enclosed in double quotes. If this parameter is omitted,
information is shown for snap poolsin al pools.

Output vdisk
The name of the vdisk that contains the snap pool.

Pool
The name of the storage pool that contains the snap pool.

Serial Number
The serial number of the snap pool.

Name
The name of the snap pool.

Size
Total size of the snap pool volume.

Free (size)
The amount of free space available in the snap pool.

Master Volumes
The number of master volumes associated with this snap pool.

Snapshots
The number of snapshots using this snap pool.

Status

e Available: The snap pool isavailable for use.
e Offline: Thesnap pooal isnot available for use, asin the case where its disks are not present.
* Corrupt: The snap pool’s dataintegrity has been compromised. The snap pool can no longer be used.
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Example

Basetypes

Seedso

Threshold
Snap pool threshold level:

e Warning: The snap pool is moderately full. When this threshold is reached, an event is generated to
alert the administrator. The default is 75%.

* Error: Thesnap pool isnearly full and unless corrective action is taken, snapshot datalossis
probable. When this threshold is reached, an event is generated to alert the administrator and the
associated snap-pool policy istriggered. The default is 90%.

e Critical: Thesnap pool is98% full and datalossisimminent. When this threshold is reached, an
event is generated to alert the administrator and the associated snap-pool policy is triggered.

%Usage

Threshold value (percent of snap pool space used) that triggers the threshold’s policy.

Policy
Recovery policy to invoke when threshold value is reached:

¢ autoexpand: Try to expand the snap pool by the SizeToExpand value. If the snap pool's space
usage reaches the percentage specified by its error threshold, the system will log Warning event 230 and
will try to expand the snap pool by the snap pool's SizeToExpand vaue (below).

» If the snap pool is successfully expanded, the system will log Informational event 444.

» If the snap pool cannot be expanded because there is not enough available spacein its vdisk, the
system will log Warning event 444 and will automatically delete the oldest snapshot that is not a
current sync point.

Each time the snap-pool's error threshold is reached and the system cannot auto-expand the vdisk, the
oldest remaining snapshot that is not a current sync point will be deleted. This behavior occurs for each
snap pool independently, based on its space usage.

¢ deleteoldestsnapshot: Deletethe oldest snapshot.

¢ deletesnapshots: Deleteall snapshots.

* haltwrites: Halt writesto the snap pool.

* notifyonly: Generatesan event to notify the administrator.

SizeToExpand

e size: For the autoexpand policy, the size by which to automatically expand the snap pool when the
threshold is reached.

e N/A: Thepolicy isnot set to autoexpand.
Show information about all snap pools.

# show snap-pools

Show information snap pools owned by controller A.
# show snap-pools controller a

e snap-pools

e dtatus

e create snap-pool

e delete snap-pool

e expand snap-pool

e set snap-pool-policy

¢ set snap-pool-threshold
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show snapshots

Description  Shows information about snapshots. The command will show information for al snapshots by default, or
you can use parameters to filter the output.

Min. role monitor

Syntax show snapshots
[controller a|b|bothl]
[master-volume master-volume]
[pool pooll
[snap-pool snap-pooll
[type standard|replication]|all]
[volume volume]

Parameters controller a|b|both
Optional. Shows snapshots owned by controller A only, by controller B only, or by either controller
(both). If this parameter is omitted, snapshots owned by either controller are shown.

master-volume master-volume
Optional. Shows snapshots associated with the specified master volume name or serial number. A name that
includes a space must be enclosed in double quotes.

pool pool

Optional. Specifies the name or serial number of the pool that contains the snapshots for which to show
information. A name that includes a space must be enclosed in double quotes. If this parameter is omitted,
information is shown for snapshotsin all pools.

snap-pool snap-pool
Optional. Shows snapshots associated with the specified snap pool name or serial number. A name that
includes a space must be enclosed in double quotes.

type standard|replication|all
Optional. Shows only standard (non-replication) snapshots, only replication snapshots, or snapshots of all
types. If this parameter is omitted, snapshots of all types are shown.

volume volume
Optional. Shows snapshots associated with the specified volume name or serial number. A name that
includes a space must be enclosed in double quotes.

Output Pool
The name of the pool that contains the snapshot.

Serial Number
Snapshot serial number

Name
The name of the snapshot.

Creation Date/Time
The date and time when the snapshot was prepared or committed.

Status

e Available
e Unavailable: Seethe Status-Reason vaue.
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Example

Basetypes

Seealso

Status-Reason

ShowsN/A for Available status, or one of the following reasons for Unavailable status:
* snapshot not found

* snap pool not found

* master volume not found

* snapshot pending (not yet committed)

* snap pool not accessible

* master volume not accessible

* Volume copy with modified data is in progress
* Rollback with modified data is in progress

* Unknown reason

Parent Volume
The name of the volume of which the snapshot was taken.

Base Vol
The root of the snapshot tree, if any. A snapshot treeis a series of inter-related snapshots of avolume and
can be 254 levels deep.

Snaps
The number of child snapshots (snapshots taken of this snapshot).

TreeSnaps
The number of snapshots taken of the base volume and its children. This count includes the base volume
and all snapshots that share the base volume as their root.

Snap-Pool
* The name of the snap pool for linear snapshots.

e Blank for virtual snapshots.

Snap Data
The total amount of write data associated with the snapshot.

Unique Data
The amount of write data that is unique to the snapshot.

Shared Data
The amount of write datathat is shared between this snapshot and other snapshots.

Show information about all snapshots.

# show snapshots

Show information about snapshots of volume v2.
# show snapshots volume v2

e snapshots

e dtatus

e show master-volumes
e show pools

« show snap-pools

¢ show volumes
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show snmp-parameters

Description Shows SNMP settings for event notification.

Min. role monitor

&/ntax show snmp-parameters

Output SNMP Trap Notification Level

Example

Basetypes

Seealso

crit: Only Critical events are sent as traps.

error: Error and Critical events are sent astraps.

warn: Warning, Error, and Critical events are sent as traps.
info: All events are sent as traps.

none: No events are sent as traps and traps are disabled.

SNMP Trap Host IP#
The IP address of each trap host.

SNMP read community
The community string for read-only access. The valueis obscured for users having only themonitor role
and is shown in clear text for users having themanage role.

SNMP write community
The community string for write access. The value is obscured for users having only the monitor roleand
isshown in clear text for users having the manage role.

Show SNMP notification settings.

# show snmp-parameters

snmp-parameters
status

set snmp-parameters
set protocols
show protocols
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show syslog-parameters

Description  Shows syslog notification parameters for events and managed logs.
Min. role monitor
Swﬁax show syslog-parameters

Output Syslog Host IP
The IP address of the remote syslog server to use for the notifications.

Syslog Notification Level
Shows the minimum severity for which the system sends notifications:

e crit: Sendsnotificationsfor Critical eventsonly.

e error: Sends notifications for Error and Critical events.

e warn: Sends notifications for Warning, Error, and Critical events.
e info: Sendsnotifications for all events.

« none: Disables syslog notification and clears the settings.

Syslog Host Port
The port on which the remote syslog facility is expected to listen for notifications.

Example Show settings for remote syslog notification.
# show syslog-parameters
Basetypes « syslog-parameters
Seealso ¢ set syslog-parameters
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show system

Description

Min. role

Syntax

Parameters

Output

Shows information about the storage system. If the system’s health is not OK, each unhealthy component is
listed with information to help you resolve the health problem.

monitor

show system
[detail]

detail
Optional. Shows the SCSI Vendor 1D and SCSI Product ID fields on a system where they are hidden by
default.

System Name
The name of the system. The defaultisUninitialized Name.

System Contact
The name of the person who administers the system. The default isUninitialized Contact.

System Location
The location of the system. ThedefaultisUninitialized Location.

System Information
A brief description of what the system isused for or how itisconfigured. ThedefaultisUninitialized
Info.

Midplane Serial Number
The serial number of the controller enclosure midplane.

Vendor Name
The vendor name.

Product ID
The product model identifier.

Product Brand
The product brand name.

SCSI Vendor ID
The vendor name returned by the SCSI INQUIRY command.

SCSI Product ID
The product identifier returned by the SCSI INQUIRY command.

Enclosure Count
The number of enclosuresin the system.

Health

¢ OK

* Degraded
¢ Fault

e N/A

e Unknown

Health Reason
If Health is not OK, this field shows the reason for the hedth state.
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Other MC Status

The operational status of the Management Controller in the partner controller. Thisis not factored into
system health.

* Operational

e Not Operational

* Not Communicating

¢ Unknown

PFU Status
Shows whether partner firmware update is running on the system, or isidle.

Supported Locales
Supported display languages: English, Spanish, French, German, Italian, Japanese, Dutch,
Chinese-Simplified, Chinese-Traditional, Korean.

Example Show information about the system.
# show system

Basetypes ¢ system
¢ unhealthy-component
e dStatus

Seedso

set system
e show system-parameters

320 Alphabetical list of commands



show system-parameters

Description

Min. role

Syntax
Output

Shows certain storage-system settings and configuration limits. For a summary of the physical and logical
limits of the storage system, see the system configuration limits topic in the WBI help.

monitor
show system-parameters

ULP Enabled

Shows that the system is using Unified LUN Presentation, which can expose al LUNSs through all host
ports on both controllers. The interconnect information is managed in the controller firmware. ULP appears
to the host as an active-active storage system where the host can choose any available path to accessa LUN
regardless of vdisk ownership. When ULP isin use, the system’s operating/cache-redundancy modeis
shown as Active-Active ULP. ULP usesthe T10 Technical Committee of INCITS Asymmetric Logical Unit
Access (ALUA) extensions, in SPC-3, to negotiate paths with aware host systems. Unaware host systems
see all paths as being equal.

Number of Host Ports
The number of host-interface portsin the controller enclosure.

Maximum Disks
The number of disksthat the system supports.

Maximum Volumes
The number of volumes that the system supports.

Maximum Linear Disk Groups (V3)
The number of linear disk groups that the system supports.

Maximum Linear Vdisks (V2)
The number of vdisks that the system supports.

Maximum LUNS
The number of LUNSs that the system supports.

Maximum Linear Disk Groups per Controller (V3)
The number of linear disk groups that each controller supports.

Maximum Linear Vdisks per Controller (V2)
The number of vdisks that each controller supports.

Maximum Virtual Pools per Controller
The number of virtual pools that each controller supports.

Maximum Virtual Disk Groups per Pool
The number of virtual pools that each pool can contain.

Maximum Host Groups
The number of host groups that the system supports.

Maximum Hosts per Host Group
The maximum number of hosts that a host group can contain.

Maximum Initiators per Host
The maximum number of initiators that a host can contain.

Maximum Volume Groups per Controller
The maximum number of volume groups that each controller supports.

Maximum Volumes per Volume Group
The maximum number of volumes that a volume group can contain.
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Local Controller
The ID of the controller you are accessing.

Serial Number
Thelast six digits of the midplane serial number.

Example Show settings and configuration limits for the storage system.

# show system-parameters

Basetypes ¢ system-parameters-table
o dstatus

Seeaso ¢ show system

show task-details (Deprecated)

Use show tasks.
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show tasks

Description  Shows information about tasks.

Syntax show tasks
[task-name]

task-name
Optional. Shows information about the specified task only. If this parameter is omitted, information is
shown for all tasks.

Output = For a TakeSnapshot task:

Task Name
The name of the task.

Task Type
TakeSnapshot

Status

e Uninitialized: Thetask isnot yet ready to run.
e Ready: Thetask isready to run.

e Active: Thetask isrunning.

e Error: Thetask hasan error.

e 1Invalid: Thetaskisinvalid.

* Complete: Thetask iscomplete.

* Deleted: Thetask has been deleted.
Task State

The current step of the task:

e Start

e VerifyVolume

e ValidateLicensingLimit

* CreateName

* CreateSnap

e VerifySnap

* InspectRetention

* FindOldestSnap

¢ UnmapSnap

* ResetSnap

* RenameSnap
Error Message

< If anerror occurred while processing the task, the error message.
e Blank if no error has occurred.

Source Volume
The name of the master volume.

Source Volume Serial
The serial number of the master volume.

Prefix

The label that identifies snapshots created by this task.

Count
The number of snapshots to retain with this prefix. When a new snapshot exceeds this limit, the oldest
snapshot with the same prefix is deleted.
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Last Created

* Thename of the last snapshot created by the task.
« Blank if the task has not taken a snapshot.
Snapshot Name

* The name of each snapshot taken.

« Blank if the task has not taken a snapshot.
Snapshot Serial

e The seria number of each snapshot taken.

» Blank if the task has not taken a snapshot.

For a ResetSnapshot task:

Task Name
The name of the task.

Task Type
ResetSnapshot

Status

e Uninitialized: Thetask isnot yet ready to run.
e Ready: Thetask isready to run.

e Active: Thetask isrunning.

e Error: Thetask hasan error.

* 1Invalid: Thetaskisinvalid.

* Complete: Thetask iscomplete.

¢ Deleted: Thetask has been deleted.
Task State

The current step of the task:

e Start

e VerifySnap

¢ UnmapSnap

* ResetSnap

Error Message

< If anerror occurred while processing the task, the error message.
« Blank if no error has occurred.

Snapshot Name
The name of the snapshot to reset.

Snapshot Serial Number
The serial number of the snapshot to reset.

For a VolumeCopy task:

Task Name
The name of the task.

Task Type
VolumeCopy

324  Alphabetical list of commands



Status

e Uninitialized: Thetask isnot yet ready to run.

e Ready: Thetask isready to run.

e Active: Thetask isrunning.

* Error: Thetask hasan error.

e 1Invalid: Thetaskisinvalid.

* Complete: Thetask iscomplete.
e Deleted: Thetask has been deleted.
Task State

The current step of the task:

e Start

e VerifyVolume

* CreateName

* ObtainMap

* UnmapVolume

* CreateVolume

* RemapVolume

e VerifyCreatedVolume

Error Message

< If anerror occurred while processing the task, the error message.

« Blank if no error has occurred.

Source Volume
The name of the volume to be copied.

Source Volume Serial
The serial number of the volume to be copied.

Destination Vdisk

The name of the vdisk in which the new volume will be created.

Destination Pool

The name of the pool in which the new volume will be created.

Destination Vdisk Serial
The seria number of the destination vdisk.

Destination Pool Serial
The serial number of the destination pool.

Prefix
The label that identifies copies created by this task.

Modified Data

e modified: The copy includes modified snapshot data.
« preserved: The copy excludes modified snapshot data.

Last Created

¢ The name of the last volume created by the task.
e Blank if the task has not taken avolume.
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For a ReplicateVolume task:

Task Name
The name of the task.

Task Type
ReplicateVolume

Status

e Uninitialized: Thetask isnot yet ready to run.
e Ready: Thetask isready to run.

e Active: Thetask isrunning.

* Error: Thetask hasan error.

* 1Invalid: Thetaskisinvalid.

* Complete: Thetask iscomplete.

¢ Deleted: Thetask has been deleted.
Task State

The current step of the task:

e Start

e VerifyVolume

° CreateName

* RepVolume

e VerifySnap

Error Message

« If anerror occurred while processing the task, the error message.
» Blankif no error has occurred.

Primary Volume Name
The name of the volume to replicate.

Primary Volume Serial Number
The serial number of the volume to replicate.

Prefix

The label that identifies snapshots created by this task.
Mode

* new-snapshot: Replicate a new snapshot of the primary volume.
* last-snapshot: Replicate the most recent existing snapshot of the primary volume.

Last Created

e The name of the last snapshot created by the task.
« Blank if the task has not created a snapshot.

Last Used Snapshot
For atask whose replication modeis 1ast - snapshot, the name of the last snapshot used for replication.
Otherwise, N/A.
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For an EnableDSD task:

Task Name
The name of the task.

Task Type
EnableDSD

Status

e Uninitialized: Thetask isnot yet ready to run.
e Ready: Thetask isready to run.

e Active: Thetask isrunning.

e Error: Thetask hasan error.

e 1Invalid: Thetaskisinvalid.

* Complete: Thetask iscomplete.

¢ Deleted: Thetask has been deleted.

Task State
The current step of the task, whichisaways start.

Error Message
« If an error occurred while processing the task, the error message.
e Blank if no error has occurred.

For a DisableDSD task:

Task Name
The name of the task.

Task Type
DisableDSD

Status

e Uninitialized: Thetask isnot yet ready to run.
e Ready: Thetask isready to run.

e Active: Thetask isrunning.

e Error: Thetask has an error.

* 1Invalid: Thetaskisinvalid.

* Complete: Thetask iscomplete.

¢ Deleted: Thetask has been deleted.

Task State
The current step of the task, whichisaways Start.

Error Message

« If an error occurred while processing the task, the error message.
e Blank if no error has occurred.

Example Show information about all tasks.
# show tasks

Show information about task Task1.

# show tasks Taskl

Basetypes « tasks
e gtatus
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Seealso ¢ create schedule
e createtask
e deletetask
e settask
e show schedules

328 Alphabetical list of commands



show tiers

Description

Min. role

Syntax

Parameters

Output

Example

Basetypes

Seealso

Shows information about tiers.
monitor

show tiers
tier performance|standard|archive|readcache|all

tier performance|standard|archive|readcache|all
Specifies the tier for which to show information.

Pool
The name of the pool.

Tier
The name of the tier.

% of Pool
The percentage of pool capacity that the tier occupies.

Disks
The number of disksin thetier.

Total Size
Thetotal capacity of thetier.

Alloc Size
The amount of space currently allocated to volumesin the tier.

Available Size
The available capacity in the tier.

Show information about all tiers.
# show tiers tier all

Show information about the Standard tier.

# show tiers tier standard

e tiers
e Status

e show tier-statistics
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show tier-statistics

Description Shows live performance statistics for tiers. The command will show information for all tiers by default, or
you can use parametersto filter the output. For tier performance statistics, the system samples live data
every 30 seconds.

Properties shown only in XML API format are described in "XML API basetype properties’ (page 376).
Min. role monitor

Syntax show tier-statistics
[pool pooll
tier performance|standard|archive|readcache|all

Parameters pool pool
Optional. Specifies the name or serial number of the pool for which to show information. A name that
includes a space must be enclosed in double quotes. If this parameter is omitted, information is shown for
al pools.

tier performance|standard|archive|readcache|all
Specifiesthe tier for which to show statistics.

Output Pool
The name of the pool.

Tier
The name of thetier.

Pages Allocated per Min
Therate, in pages per minute, at which pages are allocated to volumesin the tier because they need more
space to store data.

Pages Deallocated per Min
Therate, in pages per minute, at which pages are deallocated from volumes in the tier because they no
longer need the space to store data.

Pages Reclaimed
The number of 4-MB pagesthat have been automatically reclaimed and deall ocated because they are empty
(they contain only zeroes for data).

Pages Unmapped per Minute
The number of 4-MB pages that host systems have unmapped per minute, through use of the SCSI unmap
command, to free storage space as aresult of deleting files or formatting volumes on the host.

Time (ms) Since Reset
The amount of time, in milliseconds, since these statistics were last reset, either by a user or by a controller
restart.

Reads
The number of read operations since these statistics were last reset or since the controller was restarted.

Writes
The number of write operations since these statistics were last reset or since the controller was restarted.

Data Read
The amount of data read since these statistics were last reset or since the controller was restarted.

Data Written
The amount of data written since these statistics were last reset or since the controller was restarted.

Bytes per second
The data transfer rate calculated over the interval since these statistics were last requested or reset. This
value will be zero if it has not been requested or reset since a controller restart.
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I0PS
The number of input/output operations per second, calculated over the interval since these statistics were
last requested or reset. This value will be zero if it has not been requested or reset since a controller restart.

I/0 Resp Time
The average response time, in microseconds, for read and write operations since the last sampling time.

Read Resp Time
Shown by the al1 parameter. The average response time, in microseconds, for read operations since the
last sampling time.

Write Resp Time
Shown by the a11 parameter. The average response time, in microseconds, for write operations since the
last sampling time.

Example Show statisticsfor all tiers.

# show tier-statistics tier all

Show statistics for the Standard tier in pool A.

# show tier-statistics pool A tier standard
Basetypes ¢ tier-statistics

e dstatus

Seedso ¢ reset al-statistics
e show pools
e showtiers

show tier-statistics 331



show unwritable-cache

Description

Min. role

Syntax
Output

Example

Basetypes
Seeaso

Shows the percentage of unwritable datain the system. This data has not been written to disk because it is
associated with a volume that no longer exists or whose disks are not online. If the datais needed, the
volume's disks must be brought online. If the data is not needed it can be cleared, in which case it will be
lost and data will differ between the host and disk.

monitor
show unwritable-cache

Percent of unwritable cache in controller ID
The percentage of cache space occupied by unwritable data in the indicated controller module.

Show the percentage of unwritable cache datain each controller.
# show unwritable-cache
e unwritable-cache

* clear cache
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show users

Description  Shows configured user accounts.
Min. role monitor

Syntax show users
[show-snmp-password]
[user]

Parameters show-snmp-password
Optional. Minimum role: manage. For SNMPv3 users, this parameter shows Password and Privacy
Password vauesin clear text for reference when configuring users in the corresponding management
application. If this parameter is omitted, password values are displayed obscured for security reasons.

user
Optional. Shows settings for the specified user only. If this parameter is omitted, settings are shown for all
users.

Output Username
The user name.

Roles

e monitor: Theuser can view but not change system settings.
* manage: Theuser can view and change system settings.

e admin: Theuser can view and change system settings.

* diagnostic: Theuser can view and change system settings.

User Type
The user’s experience level: Novice, Standard, Advanced, or Diagnostic. This parameter does
not affect access to commands.

User Locale
The display language for this user. The default is English.

WBI

¢ x: Theuser can access the web-browser interface. Thisis the default.
e (blank): The user cannot access this interface.

CLI

¢ x: Theuser can access the command-line interface. Thisisthe default.
e (blank): The user cannot access this interface.

FTP

e x: The user can access the FTP interface.
¢ (blank): The user cannot access thisinterface. Thisis the default.

SMI-S

* x: The user can access the Storage Management Initiative Specification (SMI-S) interface.
e (blank): The user cannot access this interface. Thisisthe default.

SNMP

e U: The user can access the SNMPv3 interface and view the MIB.
e T: The user can access the SNMPv3 interface and receive trap notifications.
e (blank): The user cannot access this interface.
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Authentication Type

e MD5: MD5 authentication. Thisis the default.

e SHA: SHA (Secure Hash Algorithm) authentication.
* none: No authentication.

Privacy Type

¢ DES: Data Encryption Standard.
e AES: Advanced Encryption Standard.
« none: No encryption. Thisisthe default.

Password
The user password. For a standard user the password is represented by eight asterisks. For an SNMPv3 user
thisis the authentication password.

Privacy Password
The encryption password for an SNMPv3 user whose privacy typeis set to DES or AES.

Trap Host Address
SNMP trap destination for an SNMPv3 user that can receive trap notifications.

Example Show information about all users.
# show users
Show information about user JSmith.
# show users JSmith

As a user with the manage role, show information—including SNMP passwords—for SNM Pv3 user
Traps.

# show users Traps show-snmp-password
Basetypes ¢ users
e dtatus

Seedso ¢ create user
* delete user
e setuser
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show vdisks

Description

Min. role

Syntax

Parameters

Output

Shows information about all or specified vdisks.
monitor

show vdisks
[vdisks]

vdisks
Optional. A comma-separated list of the names or serial numbers of the vdisks to show information about.
A name that includes a space must be enclosed in double quotes.

Name
The vdisk name.

Size
Thevdisk size.

Free
The amount of free (available) space in the vdisk.

Oown
Either the preferred owner during normal operation or the partner controller when the preferred owner is
offline.

Pref
The controller that owns the vdisk and its volumes during normal operation.

RAID
The vdisk RAID level.

Class

e Linear: Thevdisk actsasalinear pool.
e Virtual: Thedisk groupisinavirtua pool.

Disks
The number of disksin the vdisk.

Spr
The number of spares assigned to the vdisk.

Chk

« For RAID levels except NRAID, RAID 1, and RAID 50, the configured chunk size for the vdisk.
e For NRAID and RAID 1, chunk-size has no meaning and is therefore shown as not applicable (N/2).

» For RAID 50, the vdisk chunk size calculated as: configured-chunk-size x (subvdisk-members- 1). For a
vdisk configured to use 32-KB chunk size and 4-disk subvdisks, the value would be 96k (32KB x 3).
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Status

CRIT: Critical. The vdisk isonline but isn't fault tolerant because some of its disks are down.
DMGD: Damaged. The disk group is online and fault tolerant, but some of its disks are damaged.

FTDN: Fault tolerant with adown disk. The vdisk is online and fault tolerant, but some of its disks are
down.

FTOL: Fault tolerant and online.
MSNG: Missing. The disk group is online and fault tolerant, but some of its disks are missing.
OFFL: Offline. Either the vdisk is using offline initialization, or its disks are down and data may be lost.

QTCR: Quarantined critical. The vdisk is critical with at least one inaccessible disk. For example, two
disksareinaccessiblein aRAID-6 vdisk or one disk isinaccessible for other fault-tolerant RAID levels.
If the inaccessible disks come online or if after 60 seconds from being quarantined the vdisk is QTCR or
QTDN, the vdisk is automatically dequarantined.

QTDN: Quarantined with adown disk. The RAID-6 vdisk has one inaccessible disk. The vdisk is fault
tolerant but degraded. If the inaccessible disks come online or if after 60 seconds from being
guarantined the vdisk is QTCR or QTDN, the vdisk is automatically dequarantined.

QTOF: Quarantined offline. The vdisk is offline with multiple inaccessible disks causing user datato be
incomplete, or isan NRAID or RAID-0 vdisk.

STOP: The vdisk is stopped.
UNKN: Unknown.
UP: Up. The vdisk is online and does not have fault-tolerant attributes.

Jobs
Shows whether ajob is running and its percent compl ete.

CPYBK: Thevdisk isbeing used in a copyback operation.

DRSC: A disk is being scrubbed.

EXPD: The vdisk is being expanded.

INIT: Thevdiskisinitializing.

RCON: The vdisk is being reconstructed.

VDRAIN: Thevirtual disk group isbeing removed and its datais being drained to another disk group.
VPREP: Thevirtual disk group is being prepared for usein avirtual pool.

VRECV: The virtua disk group is being recovered to restore its membership in the virtual pool.
VREMV: The disk group and its data are being removed.

VRFY: Thevdisk is being verified.

VRSC: Thevdisk is being scrubbed.

Blank if nojob isrunning.

Job%

0%-99%: Percent complete of running job
Blank if no job is running (job has completed)

Serial Number
The vdisk serial number.

Spin Down

Disabled: DSD isdisabled for the vdisk. Thisisthe default.
Enabled - all spinning: DSD isenabled for the vdisk.

Partial spin-down: DSD isenabled for the vdisk and its disks are partially spun down to
CONSErve power.

Full spin-down:DSD isenabled for the vdisk and its disks are fully spun down to conserve power.
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Example

Basetypes

Seedso

SD Delay
The period of inactivity after which the vdisk’s disks and dedi cated spares automatically spin down, from 1

to 360 minutes. The value 0 means spin down is disabled.

Health

OK
Degraded
Fault
N/A

Unknown

Reason

If Hedlth is not OK, this field shows the reason for the health state.

Action
If Hedlth is not OK, this field shows recommended actions to take to resolve the health issue.

Show information about all vdisks.

#

Show information about vdisk vd0002.

#

show vdisks

show vdisks vd0002

virtual-disks
status
create vdisk
delete vdisks
expand vdisk
set vdisk
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show vdisk-statistics

Description

Min. role

Syntax

Parameters

Shows live or historical performance statistics for vdisks. This command appliesto linear storage only.

You can view live statistics for all or specified vdisks, or historical statistics for a specified vdisk. The
system samples disk-performance statistics every quarter hour and retains performance data for 6 months.

Thehistorical option allows you to specify atime range or anumber (count) of data samplesto
include. It is not recommended to specify both the t ime - range and count parameters. If both
parameters are specified, and more samples exist for the specified time range, the samples' values will be
aggregated to show the required number of samples.

For each vdisk these statistics quantify destages, read-aheads, and host reads that are cache misses. For
example, each time data is written from avolume's cache to disksin the vdisk that contains the volume, the
vdisk's statistics are adjusted.

Properties shown only in XML API format are described in "XML API basetype properties’ (page 376).

NOTE: Valuesfor the amount of datatransferred and for data throughput appear to be much higher in
historical output than in live output. Thisis caused by a difference in the way that historical and live values
are calculated.

Live values are calculated based on the vdisk as viewed from the controller cache perspective. Inthe live
statistics, performance numbers are obtained by accounting for when dataiswritten from cacheto disk or is
read from disk to cache.

Historical datais obtained by using the summation of the disk statistics for the disks in the vdisk. The
historical vdisk data shows transfers to and from the disks in the vdisk that include the overhead of any
RAID transfers as well as any host activity.

Because 1/0s from the RAID engine are included, values for the historical data appear higher than the
numbers for the live data.

monitor

To show live statistics:

show vdisk-statistics
[vdisks]

To show historical statistics:

show vdisk-statistics
[all]
[count number-of-data-samples]
historical
[time-range "date/time-range"]
vdisk

all
Optional. Specifiesto show the full set of performance metrics. If this parameter is omitted, the default set
of performance metrics will be shown.

count number-of-data-samples

Optional. Specifies the number of data samplesto display, from 1 to 100. Each sample will be shown as a
separate row in the command output. If this parameter is omitted, 100 sampleswill be shown. If you specify
this parameter, do not specify the t ime - range parameter.

historical
Optional. Specifiesto show historical statistics. If this parameter is omitted, live statistics will be shown.
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Output

Output

time-range "date/time-range"

Optional. Specifies the date/time range of historical statisticsto show, intheformat "start
yyyy-mm-dd hh:mm [AM|PM] end yyyy-mm-dd hh:mm [AM|PM] ".If the start date/timeis
specified but no end date/time is specified, the current date/time will be used as the end date/time. The
system will return the oldest sample taken after the start time and the latest sampl e taken before the end
time. If the specified start date/time is earlier than the oldest sample, that sample will be used as the start
date/time. If you specify this parameter, do not specify the count parameter. If this parameter is omitted,
the most recent 100 data samples will be displayed.

vdisk
Specifies the name or serial number of one vdisk for which to show historical statistics. A name that
includes a space must be enclosed in double quotes.

vdisks

Optional. Specifies acomma-separated list of the names or serial number of vdisks for which to show live
statistics. A name that includes a space must be enclosed in double quotes. If this parameter is omitted,
statistics will be shown for all vdisks.

Live

Name
The vdisk name.

Serial Number
The vdisk seria number.

Bytes per second
The data transfer rate calculated over the interval since these statistics were last requested or reset. This
value will be zero if it has not been requested or reset since a controller restart.

I0PS
The input/output operations per second, calculated over theinterval since these statistics were last requested
or reset. Thisvalue will be zero if it has not been requested or reset since a controller restart.

Reads
The number of read operations since these statistics were last reset or since the controller was restarted.

Writes
The number of write operations since these statistics were last reset or since the controller was restarted.

Data Read
Amount of data read since these statistics were last reset or since the controller was restarted.

Data Written
The amount of data written since these statistics were last reset or since the controller was restarted.

I/0 Resp Time
The average response time in microseconds for read and write operations, calculated over theinterval since
these statistics were last requested or reset.

Read Resp Time
The average response time in microseconds for all read operations, calculated over the interval since these
statistics were last requested or reset.

Write Resp Time
The average response time in microseconds for all write operations, calculated over the interval since these
statistics were last requested or reset.

Reset Time
The date and time, inthe format year-month-day hour:minutes: seconds, wWhen these statistics
were last reset, either by a user or by a controller restart.

Historical

Name
The vdisk name.
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Serial Number
The vdisk serial number.

Data Transferred
The total amount of data read and written since the last sampling time.

Total B/s
The data transfer rate, in bytes per second, for read and write operations since the last sampling time.

Sample Time
Thedateandtime, intheformat year-month-day hour:minutes: seconds, whenthe datasample
was taken.

Output ' Historical, All

Name
The vdisk name.

Serial Number
The vdisk serial number.

Data Transferred
The total amount of data read and written since the last sampling time.

Data Read
Shown by the a11 parameter. The amount of data read since the last sampling time.

Data Written
Shown by the a11 parameter. The amount of data written since the last sampling time.

Total B/s
The data transfer rate, in bytes per second, since the last sampling time. Thisisthe sum of Read B/s and
Write B/s.

Read B/s
Shown by the a11 parameter. The data transfer rate, in bytes per second, for read operations since the last
sampling time.

Write B/s
Shown by the al1 parameter. The data transfer rate, in bytes per second, for write operations since the last
sampling time.

Sample Time
Thedateand time, intheformat year-month-day hour:minutes: seconds, whenthe datasample
was taken.

Example Show live statistics for vdisks vD1 and MyVvdisk.
# show vdisk-statistics VD1,MyVdisk
Show historical statistics from a specified date and time range for vdisk vD2.

# show vdisk-statistics VD2 historical time-range "start 2013-01-18 4:40 PM
end 2013-01-18 5:00 PM"

Show all historical statistics (the latest 100 samples) for vdisk vD2.

# show vdisk-statistics VD2 historical all
Basetypes « vdisk-statistics (live)

e virtual-disk-summary (historical)

e vdisk-hist-statistics (historical)

e dStatus
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Seealso ¢ reset al-statistics
e reset vdisk-statistics
¢ show vdisks
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show versions

Description Shows firmware and hardware version information for each controller module.
Min. role monitor

Syntax show versions
[detaill

Parameters detail
Optional. Shows information about the versions of firmware and hardware in each controller module. If this
parameter is omitted, only firmware-bundle information is shown.

Example Show firmware-bundle version information for the system.
# show versions
Show detailed version information for each controller module.
# show versions detail

Basetypes ¢ versions
e dtatus

Seealso ¢ show inquiry
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show volumecopy-status

Description

Min. role

Syntax

Parameters

Output

Example

Basetypes

Seealso

Shows information about in-progress volume copy operations. This command appliesto linear storage only.
While avolume copy isin progress, the destination volume cannot be accessed.
monitor

show volumecopy-status
[controller a|b|bothl]

controller a|b|both
Optional. Shows volume copy operations for volumes owned by controller A only, by controller B only, or
by either controller (both). If this parameter is omitted, all volume copy operations are shown.

VC Volume Name
The name of the destination volume.

Serial Number
The seria number of the destination volume.

vdisk
The name of the destination vdisk.

Source Volume
The name or serial number of the source volume.

Progress
The percent complete of the volume copy.

Status

e VC Online: A volume copy isin progress to the destination volume.

e VC Offline: Thesourcevolumewent offline while avolume copy wasin progress. When the source
volume comes back online, the copy process resumes from the point where it stopped.

¢ Unknown: Statusis unknown.

Status-Reason
More information about the Status value.

Show information about volume copiesin progress for controller A.

# show volumecopy-status controller a

¢ volume-copy-status
o status

e abort volumecopy
« volumecopy
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show volume-groups

Description  Shows information about specified volume groups or al volume groups
Min. role monitor

Syntax show volume-groups
[volume-groups]

Parameters volume-groups
Optional. A comma-separated list of the names of volume groups for which to show information. If this
parameter is omitted, information is shown for al volume groups.

Output  Volume group information:

Group Name
The name of the volume group.

Serial Number
The serial number of the volume group.

Type
The group type, which isvolume.

Number of Members
The number of volumes in the volume group.

Volume information:

Pool
The name of the pool that contains the volume.

Name
The name of the volume.

Total Size
The total size of the volume.

Alloc Size
The amount of space currently allocated to a virtual volume, or the total size of alinear volume.

Class

e Virtual: Thevolumeisinavirtua pool.

Type
* base: Basevolume
* standard: Standard volume

e standard*: Destination of an in-progress volume copy and cannot be mounted/ presented/mapped
until the copy is complete

e snap-pool: Snap-pool volume

e master volume: Master volume

¢ snapshot: Snapshot volume

e replication source: Sourcefor anin-progress replication to a secondary volume

Health

* OK

* Degraded
e Fault

e N/A

e Unknown
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Reason
If Health isnot OK, thisfield shows the reason for the health state.

Action
If Health isnot OK, thisfield shows recommended actions to take to resolve the health issue.

Example Show information about all volume groups.
# show volume-groups
Show information about volume groups VGroupl and VGroup?2.
# show volume-groups VGroupl, VGroup2

Basetypes * volume-groups

e volumes
e status
Seealso ¢ create volume-group
e delete volume-groups
e set volume-group
show volume-maps (Deprecated)
Use show maps.
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show volume-names

Description  Shows volume names and serial numbers. This reduced form of the show volumes command is optimized
for seeking basic volume information from a remote system.

Min. role monitor

Syntax show volume-names
[volumes]

Parameters volumes
Optional. A comma-separated list of the names or serial numbers of the volumes for which to show
information. A name that includes a space must be enclosed in double quotes. If this parameter is omitted,
information is shown for all volumes.

Output Name
The name of the volume.

Serial Number
The seriad number of the volume.

Example Show volume names and serial numbers.
# show volume-names

Basetypes ¢ volume-names
o dstatus

Seealso ¢ show maps
¢ show volumes
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show volume-reservations

Description  Shows persistent reservations for all or specified volumes. The persistent group reservations (PGR)
mechanism enables application clients on multiple hosts to control access to a storage volume, and limits
access by other hosts.

Each host must be registered with the storage system in order to establish a persistent reservation for a
volume, thereby becoming a reservation holder.

If the system getsinto an abnormal state and you need to remove al registrations and reservations for
specified volumes to return them to a“clean” state, you can use the release volume command. This
command must be used with care, as described in its help.

For more information about persistent reservations, see the SPC-3 specification at http://www.t10.0rg.

Min. role monitor

Syntax show volume-reservations
all|volumes

Parameters all | volumes
Specifies al volumes, or acomma-separated list of the names or serial numbers of specific volumes. A
name that includes a space must be enclosed in double quotes

Output Name
The name of the volume.

Serial Number
The seriad number of the volume.

Volume Reserved
e Free: Thevolumeis not reserved.
e Reserved: The volume has been reserved by a host.

Host ID
The host WWPN or iSCSI node name.

Port
The controller host-port identifiers.

Reservation Type

e Write Exclusive: Writecommandsareonly allowed for asingle reservation holder.

e Exclusive Access: Certain access (read, write) commands are only alowed for asingle
reservation holder.

* Write Exclusive - Registrants Only: Write commands are only alowed for registered
hosts. There isasingle reservation holder.

e Exclusive Access - Registrants Only: Certain access (read, write) commands are only
allowed for registered hosts. Thereis a single reservation holder.

e Write Exclusive - All Registrants: Write commands are only alowed for registered
hosts. There isasingle reservation holder.

* Exclusive Access - All Registrants: Certain access (read, write) commands are only
allowed for registered hosts. Thereis asingle reservation holder.

e Undefined: Thevolume has no persistent reservations.
Example Show reservations for all volumes.

# show volume-reservations all

Show reservations for volume v2.

# show volume-reservations v2
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Basetypes ¢ volume-reservations
e dtatus

Seealso ¢ releasevolume
¢ show volumes
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show volumes

Description

Min. role

Syntax

Parameters

Output

Shows information about volumes. The command will show information for all volumes by default, or you
can use parametersto filter the output.

monitor

show volumes
[details]
[pool pooll

[type all|base|snap-pool |mastervolume|snapshot|standard|primary-volume |
secondary-volume |replication-volume]

[vdisk vdisks]
[volumes]

details
Optional. Shows additional information about the volumes.

pool pool
Optional. The name or serial number of the pool that contains the volumes for which to show information.
A name that includes a space must be enclosed in double quotes.

type all|base|snap-pool |mastervolume |snapshot |standard|primary-volume |
secondary-volume |replication-volume

Optional.

e all: Show al volume types.

* base: Show only virtual volumesthat are not snapshots of any other volume.

* snap-pool: Show only snap pools.

e mastervolume: Show only master volumes.

* snapshot: Show only snapshots.

e standard: Show only standard volumes.

* primary-volume: Show only primary volumes.

e secondary-volume: Show only secondary volumes.

e replication-volume: Show only primary volumes and secondary volumes.

If this parameter is omitted, all volume types are shown.

vdisk vdisks
Optional. A comma-separated list of the names or serial humbers of the vdisks containing the volumesto
show. A name that includes a space must be enclosed in double quotes.

volumes
Optional. A comma-separated list of the names or serial numbers of volumes for which to show
information. A name that includes a space must be enclosed in double quotes.

Properties are described in alphabetical order.

Action
If Health isnot OK, thisfield shows recommended actions to take to resolve the health issue.

Alloc Size
The amount of space currently allocated to a virtual volume, or the total size of alinear volume.
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Cache Opt
Shown by the details parameter. The cache optimization mode:

e standard: Optimizes cache for both sequential and random reads. Appropriate for applications that
read and write small filesin random order, such as transaction-based and database update applications.
Thisisthe defaullt.

* no-mirror: When thismodeis enabled, each controller stops mirroring its cache metadata to the
partner controller. Thisimproves write I/O response time but at the risk of losing data during afailover.
UL P behavior isnot affected, with the exception that during failover any write datain cache will belost.

Class

e Linear: Thevolumeisinalinear pool.
e Virtual: Thevolumeisinavirtua pool.

Desc
Shown by the details parameter.
e Blank if not set.

Health

¢ OK

* Degraded
¢ Fault

e N/A

e Unknown

Name
The name of the volume.

Pool
The name of the pool that contains the volume.

Read Ahead
Shown by the details parameter. The read-ahead cache setting:
e Disabled: Read-ahead is disabled.

* Adaptive: Adaptive read-ahead is enabled, which allows the controller to dynamically calculate the
optimum read-ahead size for the current workload.

e Stripe: Read-ahead is set to one stripe. The controllerstreat non-RAID and RAID-1 vdisksinternally
asif they have a stripe size of 512 KB, even though they are not striped.

e 512 KB,1 MB,2 MB,4 MB,8 MB,16 MB,Or 32 MB: Size selected by a user.

Reason
If Health isnot OK, thisfield shows the reason for the health state.

Serial Number
Shown by the details parameter. The serial number of the volume.

Snap-Pool
Shown by the details parameter. The name of the snap pool.

Total Size
Thetotal size of the volume.
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Example

Basetypes

Seealso

Type
¢ Dbase: Basevolume
* standard: Standard volume

e standard+*: Destination of an in-progress volume copy and cannot be mounted/presented/mapped
until the copy is complete

* snap-pool: Snap-pool volume

e master volume: Master volume

* snapshot: Snapshot volume

e replication source: Sourcefor anin-progress replication to a secondary volume

WR Policy
Shown by the details parameter. The cache write policy:

* write-back: Write-back caching does not wait for datato be completely written to disk before
signaling the host that the writeis complete. Thisisthe preferred setting for afault-tolerant environment
because it improves the performance of write operations and throughput. This is the default.

e write-through: Write-through caching significantly impacts performance by waiting for datato be
completely written to disk before signaling the host that the write is complete. Use this setting only
when operating in an environment with low or no fault tolerance.

WWN
Shown by the details parameter. The World Wide Name of the volume, used by host-based Storage
Replication Adapter (SRA) software to identify the volume.

Show about all volumes.

# show volumes

Show detailed information for volume volA.
# show volumes details volA
e volumes

e status

e create volume

¢ delete volumes

e expand volume

e setvolume

e show disk-groups

« show maps

e show pools

e show vdisks
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show volume-statistics

Description

Min. role

Syntax

Parameters

Output

Example

Shows live performance statistics for all or specified volumes. For each volume these statistics quantify 1/O
operations between hosts and the volume. For example, each time a host writes to a volume's cache, the
volume's statistics are adjusted. For volume performance statistics, the system samples live data every 15
seconds.

Statistics shown only in XML API output are described in "XML API basetype properties’ (page 376).
monitor

show volume-statistics
[volumes]

volumes

Optional. A comma-separated list of the names or serial numbers of the volumes for which to show
information. A name that includes a space must be enclosed in double quotes. If this parameter is omitted,
information is shown for all volumes.

Name
The name of the volume.

Serial Number
The seria number of the volume.

Bytes per second
The data transfer rate calculated over the interval since these statistics were last requested or reset. This
value will be zero if it has not been requested or reset since a controller restart.

I0PS
Theinput/output operations per second, calculated over theinterval since these statistics were last requested
or reset. Thisvalue will be zero if it has not been requested or reset since a controller restart.

Reads
The number of read operations since these statistics were last reset or since the controller was restarted.

Writes
The number of write operations since these statistics were last reset or since the controller was restarted.

Data Read
The amount of dataread since these statistics were last reset or since the controller was restarted.

Data Written
The amount of datawritten since these statistics were last reset or since the controller was restarted.

Allocated Pages
The number of pages allocated to the volume.

[

% Performance
The percentage of volume capacity occupied by datain the Performance tier.

% Standard
The percentage of volume capacity occupied by datain the Standard tier.

[)

% Archive
The percentage of volume capacity occupied by datain the Archivetier.

% RC
The percentage of read-cache capacity that is occupied.

Reset Time
Thedate and time, intheformat year-month-day hour:minutes: seconds, when these statistics
were last reset, either by auser or by a controller restart.

Show live performance statistics for al volumes.

# show volume-statistics
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Show live performance statistics for volumev0001.

# show volume-statistics v0001

Basetypes ¢ volume-statistics
e dtatus

Seealso ¢ reset al-statistics
e reset volume-statistics
* show volumes
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shutdown

Description  Shuts down the Storage Controller in a controller module. This ensures that a proper failover sequenceis
used, which includes stopping al 1/0 operations and writing any datain write cache to disk. If the Storage
Controller in each controller module is shut down, hosts cannot access the system’s data. Perform a shut
down before removing a controller module or powering down the system.

Min. role manage

Syntax shutdown
[a|b|both]

Parameters a|b|both
Optional. Specifies to shut down the Storage Controller in controller A, B, or both. If this parameter is
omitted, the command affects the controller being accessed.

Example Shut down the Storage Controller in controller A.
# shutdown a

Seeadlso ¢ restart
¢ show shutdown-status
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start vdisk

Description

Min. role

Syntax

Parameters

Example

Seedso

Restarts a vdisk that was stopped in order to move its disks into this system.

For areplication set, starting a vdisk is part of the process for moving a secondary volume from a primary
system into a secondary system. The process to move a secondary volumeis:
1. Inthe system where the secondary volume resides:
a. Detach the secondary volume.
If the secondary volume’s vdisk contains other secondary volumes, detach those volumes.
Stop the secondary volume's vdisk.
If the secondary volumes' snap pools arein other vdisks, stop those vdisks.

Move the vdisks into the secondary system. This system must support the link type that the
replication set is configured to use. For example, if the replication set’slink typeis configured to use
FC links, the secondary system must have FC ports.

2. Inthe secondary system:
a. Start the snap pools' vdisks.
b. Start the secondary volumes' vdisks.
c. Reattach the secondary volumes.

® 20 o

NOTE: If thereplication set was deleted while the secondary volume's vdisk was stopped, restarting the
vdisk will make the set partially reappear. To clean up this remnant, reattach the secondary volume, set it to
be the primary volume (by using the set replication-primary-

volume command), and then delete the replication set again.

manage

start vdisk
vdisk

vdisk
The name or serial number of the vdisk to start. A name that includes a space must be enclosed in double
quotes.

Start vdisks vd2 and vdi, which respectively contain a snap pool and the associated secondary volume.
# start vdisk wvd2

Success: Command completed successfully. (2012-01-21 12:26:32)

# start vdisk wvdl

Success: Command completed successfully. (2012-01-21 12:26:37)

e detach replication-volume

e reattach replication-volume
e show vdisks

e stop vdisk
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stop vdisk

Description

Min. role

Syntax

Parameters

Example

Stops avdisk to prepareits disks for removal.

For areplication set, stopping avdisk is part of the process for moving a secondary volume from a primary
system into a secondary system. The process to move a secondary volumeis:
1. Inthe system where the secondary volume resides:
a. Detach the secondary volume.
If the secondary volume's vdisk contains other secondary volumes, detach those volumes.
Stop the secondary volume's vdisk.
If the secondary volumes' snap pools arein other vdisks, stop those vdisks.

Move the vdisks into the secondary system. This system must support the link type that the
replication set is configured to use. For example, if the replication set’slink typeis configured to use
FC links, the secondary system must have FC ports.

2. Inthe secondary system:
a. Start the snap pools' vdisks.
b. Start the secondary volumes' vdisks.
c. Reattach the secondary volumes.

® 2o o

Before stopping a vdisk, ensure that all secondary volumes that it contains are detached. When avdisk is
stopped:

» Thevolumesin the vdisk become inaccessible to hosts.

e Itscached datais flushed to disk.

« Removing its disks will not cause the system to report errors or to attempt reconstruction.

NOTE: You cannot stop avdisk that contains a primary volume.

NOTE: If asecondary volume and its snap pool are in different vdisks, you cannot stop the snap pool’s
vdisk until you stop the secondary volume's vdisk.

If the stop operation succeeds, the vdisk’s health is shown as Unknown and its status is shown as STOP.

If the stop operation succeeded for the secondary volume's vdisk and for its snap pool’s vdisk (if
applicable), you can move the disks into the remote system.

manage

stop vdisk
vdisk

vdisk
The name or serial number of the vdisk to stop. A name that includes a space must be enclosed in double
quotes.

Stop vdisks vd1 and vd2, which respectively contain a secondary volume and its snap pool.
# stop vdisk vdl

Success: Command completed successfully. (2012-01-21 12:26:07)

# stop vdisk wvd2
Success: Command completed successfully. (2012-01-21 12:26:12)
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Seeaso ¢ detach replication-volume
» reattach replication-volume
e show vdisks
e start vdisk
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suspend replication

Description

Min. role

Syntax

Parameters

Example

See also

Suspends the current replication operation on the specified secondary volume. This command must be
issued on the system that owns the secondary volume. This command appliesto linear storage only.

Once suspended, the replication must be resumed or aborted to allow the volume to resume normal
operation.

manage
suspend replication

[set replication-set]
replication-volume

set replication-set
Optional. The name or serial number of the replication set

replication-volume
The name or serial number of the secondary volume. A name that includes a space must be enclosed in
double quotes. If the name is not unique across replication sets, specify the set parameter.

Suspend replication of primary volume V1 to secondary volume rvi.
# suspend replication rV1

« abort replication

e resumereplication

« show replication-sets

« show replication-volumes
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test

Description

Min. role

Syntax

Parameters

Example

Seedlso

Sends a test message to configured destinations for event notification and managed logs. After issuing this
command, verify that the test message reached its destinations.

manage

test
email |managedlogs |managedlogswarn|managedlogswrap |notification|snmp
[region crashl|crash2|crash3|crash4 |ecdebug|mc|scdebug]

email |managedlogs |managedlogswarn|managedlogswrap |notification|snmp

* email: Thisoption behaves the same as the notification option and remains for backward
compatibility only.

* managedlogs: Specify thisoption to test receipt of the managed-logs notification that logs need to be
transferred. (Event 400)

* managedlogswarn: Specify this option to test receipt of the managed-logs notification that logs are
nearly full and must be transferred to avoid losing older entries. (Event 401)

* managedlogswrap: Specify thisoption to test receipt of the managed-logs notification that logs
have wrapped and older entries may be lost. (Event 402)

* notification: Specify thisoption to test receipt of event-notification messages by every interface
that is configured to receive them, such as email, SNMP, and SMI-S. (Event 312)

e snmp: Thisoption behaves the same asthenotification option.
region crashl|crash2|crash3|crash4|ecdebug|mc|scdebug

Optional. For use with the managed logs feature, this parameter specifies the log type (debug-data region)
for which to send notifications.

e crashil, crash2, crash3, or crash4: Specify one of these options to send notification for one of
the Storage Controller’'s four crash logs.

* ecdebug: Specify this option to send notification for the Expander Controller log.
« mc: Specify this option to send netification for the Management Controller log.

* scdebug: Specify this option to send notification for the Storage Controller 1og, which includes the
event log.

If this parameter is omitted, the command sends four representative log types: crashil, ecdebug,
scdebug, and mc.

Test receipt of event notifications by every interface that is configured to receive them.
# test notification

Test receipt of the managed-logs notification that the SC log needs to be transferred.

# test managedlogs region scdebug

e set email-parameters
e set snmp-parameters
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trust

Description Enables an offline vdisk (or disk group) to be brought online for emergency data recovery. This command

must be enabled before each use. If used improperly this command can cause unstable operation and data
loss. Before use, carefully read the cautions and procedures bel ow.

The trust command provides an opportunity to recover datafrom avdisk that has failed due to disk
failure. The command forces a resynchronization of the metadata (as well as time and date stamps) that
unifies members of avdisk, and essentially putsthe vdisk back into an accessible state. Aslong asthe failed
disks are operable, data can be read from the disks and restored to another location.

From examining the state of the disks, if the command determines that the trust operation is unsafe—that it
may result in an unstable vdisk with data corruption—the command will fail. You may then seek assistance
from technical support or run the command with a special parameter to acknowledge the risk of proceeding.
Otherwise, if the command determines the operation to be safe, the command will proceed.

When the “trusted” vdisk is back online, back up its data and audit the data to make sure that it isintact.
Then delete that vdisk, create a new vdisk, and restore data from the backup to the new vdisk. Using a
trusted vdisk is only a disaster-recovery measure. The vdisk has no tolerance for any additional failures.

The following procedure outlines the general steps for performing a trust operation, but the best procedure
tofollow for your situation may vary from this procedure. Before starting this procedure, it isrecommended
that you contact technical support for assistance in determining if the trust operation is applicable to your
situation, and for assistance in performing it.

CAUTION:

1. Do not use the trust command when the storage system is unstable. For example, if there are many
power or topology-change events.

2. The trust command cannot be run on a quarantined vdisk. In many cases the vdisk will be
automatically dequarantined. If you cannot resolve the issue that caused the disk to become quarantined
such that it is automatically dequarantined, and if the trust operation is applicable to your situation,
dequarantine the vdisk, confirm it isin offline state by using the show vdisks command, and then
proceed to trust.

Never update controller-module, expansion-module, or disk firmware when the vdisk is offline.
Never clear unwritten data cache when avdisk is offline.
Do not usethe t rust command on avdisk that failed during vdisk expansion.

Do not usethe trust command on avdisk with status CRIT. Instead, add spares and let the system
reconstruct the vdisk.

o 0k~ w

The trust command must be used in CLI console mode.

Steps for running the t rust command

1. Disable background scrub of disks and vdisks to avoid running scrubs automatically.
2. ldentify the cause for the vdisk becoming offline.

3. If an external issue (power, cabling, and so forth) caused the vdisk to fail, fix the external issue before
continuing to the next step.

4, Disable host access to the failed vdisk. In a single-controller configuration, disconnect the host-port
cables. In adual-controller configuration:

a. Determine the owning controller of the failed vdisk.

b. Asaprecautionary measure, remove the host-port cables of the owning controller of the offline
vdisk.
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5. Unseat the spare disks associated with the vdisk to prevent reconstruction.

/\ CAUTION: It isrecommended to avoid reconstruction after using the t rust command.
Reconstruction causes heavy usage of disks that were already reporting errors. This usage could
cause the disks to fail during reconstruction, which can cause data to be unrecoverable.

6. Enablethe t rust command.
7. Runthe trust command on the vdisk.

8. If the trust command determinesthat it would be unsafe to proceed, it will fail. If this happens you
can either:

» Contact Support for further assistance. Thisis recommended.
» Proceed by re-enabling trust and running trust with theunsafe parameter. Thisis not
recommended because in most casesit will result in an unstable vdisk with data corruption.

After running the t rust command

Reinsert the host-port cables.

Perform a complete backup of the vdisk.

Delete the vdisk.

Replace the failed disks with new disks.

Re-create the vdisk.

Restore the data from the backup performed in step 2.
Restore original vdisk ownership.

Re-enable background scrub operations.

© N o g~ wDdhRE

Min. role manage

Syntax trust
[enable|disable]
[disk-group disk-group]
[unsafe]
[vdisk vdisk]

Theenable, disable, disk-group, and vdi sk parameters are mutually exclusive.

Parameters enable|disable
Optional.

¢ enable: Enablesthe t rust command before use.

e disable: Disablesthe trust command if it is not used after being enabled. If trust isnot
explicitly disabled, it will be automatically disabled when the user’s CLI session ends.

disk-group disk-group
Optional. The name or serial number of the disk group to trust. A name that includes a space must be
enclosed in double quotes.

unsafe

Optional. Specifiesto proceed with atrust operation that is determined to be unsafe because it must use
out-of-sync or partially reconstructed disks, which in most cases will result in an unstable vdisk with data
corruption.

vdisk vdisk
Optional. The name or serial number of the vdisk to trust. A name that includes a space must be enclosed in
double quotes.
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Output

Example

With theunsafe parameter

Location
The enclosure ID and slot number of the disk.

Serial Number
The seria number of the disk.

Type

e SAS: Enterprise SAS

* SAS MDL: Midline SAS
* sSAS: SASSSD

State

e AVAIL: Available

e FAILED: Thedisk isunusable and must be replaced. Reasons for this status include: excessive media
errors, SMART error, disk hardware failure, or unsupported disk.

e GLOBAL SP: Global spare

e LEFTOVR: Leftover

e VDISK: Usedinavdisk

e VDISK SP: Spareassigned to avdisk

Partially Recon Target

* True: Thedisk contains partially reconstructed data.
e False: Thedisk does not contain partially reconstructed data.

Oout Of Sync

e True: Thedisk datais out of sync with other disksin the vdisk.
e False: Thedisk dataisin sync with other disksin the vdisk.

Age

The age of the disk in the vdisk. The age value starts at 1 and isincremented for al good disksin the vdisk
each time there is a change in the disk configuration of the vdisk, such as when a disk is detected to have
failed or be missing. Therefore, if adisk has alower age than other disks in the vdisk, that disk is
out-of-sync with the other vdisk members. This value can be used as a guide to decide which disksto
physically remove before doing the trust operation to minimize the amount of corrupt datain the trusted
vdisk if you want to usethe unsafe parameter.

Trust avdisk which has enough good disks to compl ete the trust operation. The vdisk may have out-of-sync
or partially reconstructed disks but they are not needed to complete the trust operation. The command
completes successfully.

# trust enable

Success: Command completed successfully. - Trust is enabled. (2013-09-17
04:29:28)

# trust vdisk VD1

Success: Command completed successfully. (VD1l) - Trust operation completed
successfully for this vdisk. (2013-09-17 04:29:35)
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Trust avdisk which does not have enough good disks available to complete the trust operation. The
command fails.

# trust enable

Success: Command completed successfully. - Trust is enabled. (2013-09-17
04:12:49)

# trust vdisk VD1

Error: The trust operation failed because the vdisk has an insufficient number
of in-sync disks. - Please contact Support for further assistance. (2013-09-17
04:13:13)

Trust avdisk which has out-of-sync or partially reconstructed disks that would be needed to complete the
trust operation. The command fails.

# trust enable

Success: Command completed successfully. - Trust is enabled. (2013-09-17
09:06:41)

# trust vdisk VD1

Error: Command failed. - The vdisk specified contains out-of-sync or partially
reconstructed disks that are necessary to restore the vdisk to an accessible
state. Continuing with the trust operation may lead to data corruption. Please
contact Support for further assistance. (2013-09-08 09:06:46)

Continuing the previous example, you decide to re-enable trust and proceed by specifying the unsafe

parameter.

# trust enable

Success: Command completed successfully. - Trust is enabled. (2013-09-17
09:06:48)

# trust vdisk VD1 unsafe
Location Serial Number Type State Partially Reconstructed Out Of Sync Age

1.2 SN SAS LEFTOVR False True
1.4 SN SAS VDISK False False
1.5 SN SAS LEFTOVR True False 4

WARNING: Found partially reconstructed and out-of-sync disk(s). Using these
disks for trust will in most cases cause data corruption.

Because of the risk of data corruption, it is recommended that you continue the
trust operation only with the supervision of Support personnel. If you are ready
to continue, enter "continue" at the prompt or enter "abort" to abort the
operation and leave the vdisk offline.

> continue

If you continue with the trust operation, you risk corrupting data in this
vdisk. Enter "accept" at the prompt if you intend to accept this risk and
proceed with the trust operation or enter "abort" to abort the operation and
leave the vdisk offline.

> accept

Success: Command completed successfully. (VD1l) - Trust operation completed
successfully for this vdisk. (2013-09-17 09:07:31)
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Abort an unsafe trust operation when you decide not to risk using bad disks.

# trust enable
Success: Command completed successfully. - Trust is enabled. (2013-09-17
09:05:37)

# trust vdisk vdr5 unsafe
Location Serial Number Type State Partially Reconstructed Out Of Sync Age

1.2 SN SAS LEFTOVR False True 6
1.4 SN SAS VDISK False False 7
1.5 SN SAS LEFTOVR True False

WARNING: Found partially reconstructed and out-of-sync disk(s). Using these
disks for trust will in most cases cause data corruption.

Because of the risk of data corruption, it is recommended that you continue
the trust operation only with the supervision of Support personnel. If you
are ready to continue, enter "continue" at the prompt or enter "abort" to
abort the operation and leave the vdisk offline.

> continue

If you continue with the trust operation, you risk corrupting data in this
vdisk. Enter "accept" at the prompt if you intend to accept this risk and
proceed with the trust operation or enter "abort" to abort the operation and
leave the vdisk offline.

> abort

Error: Command was aborted by user. (2013-09-17 09:05:49)

After enabling trust, disableit if you decide not to run t rust vdisk.

# trust disable

Success: Command completed successfully. - Trust is disabled. (2013-09-17
17:40:01)
Seealso ¢ show disk-groups
» show vdisks
e verify disk-groups
o verify vdisk
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unfail controller

Description Allows the partner controller module to recover from a simulated failure performed with the fail command
(which requires the manage role). If you attempt to unfail acontroller that is operating, the command will
have no effect.

Min. role manage
Syntax unfail controller

Example From controller A, unfail the partner controller.

# unfail controller b

Seeadso ¢ fail
* show controllers
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unmap volume

Description

Min. role

Syntax

Parameters

Example

Seedso

Deletes explicit mappings or the default mapping for specified volumes. When an explicit mapping
between an initiator and a volume is deleted, access by that initiator to the volume is controlled by the
volume's default mapping (described in help for create volume). When a default mapping is deleted, access
by initiatorsto the volumeis controlled by any explicit mappings of thoseinitiatorsto the volume. If neither
mapping exists, the volume is unavailable to initiators.

If you want to mask access for a specific initiator to a specific volume, use the map volume command and
Set the access parameter tono-access.

manage

unmap volume
[host hosts]
[initiator initiators|hosts|host-groups]
volumes | volume-groups

host hosts

Deprecated—use the initiator parameter instead.

initiator initiators

Optional. A comma-separated list of initiators, hosts, or host groups from which to unmap volumes. For

initiator, host, and host-group syntax, see "Command syntax" (page 23). If this parameter is omitted,
mapping changes apply to all initiators that are not explicitly mapped (the default mapping).

volumes | volume-groups

A comma-separated list of volumes or volume groups to unmap. For a volume, specify its name or seria
number. For avolume group, specify the name as volume-group . *. A name that includes a space must
be enclosed in double quotes.

Delete explicit mappings for Host 1 to volumes vl and v3 (leaving the default mappings, if any,
unchanged).

# unmap volume initiator Hostl.* V1,V3
Delete volume v2's default mapping (leaving explicit mappings, if any, unchanged).
# unmap volume V2

Delete explicit mappings for initiator FC-port1 to volume group MyVolumes (leaving the default
mappings, if any, unchanged).

# unmap volume initiator FC-portl MyVolumes.*.*
¢ map volume

» show initiators

« show maps

e show volumes
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verify disk-groups

Description

Min. role

Syntax

Parameters

Example

Seedso

Analyzesredundant disk groupsto find and fix inconsistencies between their redundancy dataand their user
data.

This command acts on disks that are associated with adisk group and are neither dedicated spares nor
leftovers. This command will fix parity mismatches for RAID 3, 5, 6, and 50, and mirror mismatches for
RAID 1 and 10. This command can be performed only on adisk group whose statusis FTOL (fault tolerant
and online). It cannot be performed for NRAID or RAID 0.

Verification can last over an hour, depending on disk group size, utility priority, and amount of 1/O activity.
You can use adisk group whileit is being verified. To view the progress of averify (VRFY) job, use the
show disk-groups command.

When verification is complete, event 21 islogged and specifies the number of inconsistencies found. Such
inconsistencies can indicate that a disk is going bad.

TIP:  Unlessyou want to verify without fixing errors, it is better to use the scrub disk-groups command,
which operatessimilarly to verify disk-groups and also can find and fix mediaerrorsfor any RAID
level, including NRAID and RAID 0.

manage

verify disk-groups

[fix yes|no]

disk-groups
fix yes|no
Optional. Specifies whether or not to automatically fix parity mismatches by making parity match the data
in all cases. If you specify no, event 21 will report any errors found and they will not be fixed. The default
isyes.
disk-groups
A commarseparated list of the names or serial numbers of the disk groups to verify. A name that includes a
space must be enclosed in double quotes.
Start verifying disk group dg1l.

# verify disk-group dgl

abort verify
scrub disk-groups
show disk-groups
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verify links

Description

Min. role

Syntax

Parameters

Output

Example

Basetypes

Seedso

Verifies host-port links.

If aremote system is specified, al link paths between the local system and the remote system are tested.
Otherwise, link paths between controller A and controller B in the local system are tested. The remote
system must aready have been added by using the create remote-system command.

For replication purposes, thistests the links to be used for replication from one system to another system. To
verify bidirectional communication, run this command from the primary system to the secondary system,
and then from the secondary system to the primary system.

manage

verify link
[link-type FC|iSCSI|ALL]
[remote-system system]

link-type FC|iSCSI|ALL
Optional. Specifies the type of host-port links to verify:

e FC: Verify FC-to-FC links only.

e i8CsSTI: Verify iSCSI-to-iSCSI links only.

e ALL: Verify al FC-to-FC and iSCSI-to-iSCSI links.
If this parameter is omitted, al links are verified.

remote-system system

Optional. The remote system’s name or the | P address of one of its controller network ports. A name that
includes a space must be enclosed in double quotes. If this parameter is omitted, links between the local
controllers are verified.

Port
The port ID in the local system.

Type

e FC: FCport.

e 1iSCSTI:iSCSI port.

e Unknown: Port typeis unknown.

Links
The IDs of linked portsin the target system.

Verify all links between controllers A and B in the local system.

# verify links

Verify al links between the local system and remote system System2.
# verify links remote-system System2

¢ remote-links
e Status

¢ show remote-systems
» verify remote-link
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verify remote-link

Description

Min. role

Syntax

Parameters

Output

Example

Basetypes

Seedso

Verifies host-port links between the local system and a specified remote system. This command applies to
linear storage only.

All link paths, or only paths having a specified link type, between the two systems are tested. The remote
system must aready have been added by using the create remote-system command.

For replication purposes, thistests the links to be used for replication from one system to another system. To
verify bidirectional communication, run this command from the primary system to the secondary system,
and then from the secondary system to the primary system.

manage

verify remote-link
[link-type FC|iSCSI|ALL]
remote-system system

link-type FC|iSCSI|ALL
Optional. Specifies the type of host-port links to verify:

e FC: Verify FC-to-FC links only.

e 1i8CSTI: Verify iSCSI-to-iSCSI links only.

e ALL: Verify al FC-to-FC and iSCSI-to-iSCSI links.
If this parameter is omitted, al links are verified.

remote-system system
The remote system’s name or the |P address of one of its controller network ports.

Port
Theport ID in the local system.

Type

e FC: FCport.

e 1iSCSTI:iSCSI port.

¢ Unknown: Port typeis unknown.

Links
The IDs of linked ports in the remote system.

Verify al links between the local system and aremote system.
# verify remote-link remote-system System2
Verify only iSCSI links between two systems having FC and iSCSI ports.

# verify remote-link remote-system System2 link-type iSCSI

¢ remote-links
e dtatus
¢ show remote-systems

o verify links
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verify vdisk

Description

Min. role

Syntax

Parameters

Example

Seedso

Analyzes redundant vdisks to find and fix inconsistencies between their redundancy data and their user
data.

This command acts on disks that are associated with avdisk and are neither dedicated spares nor leftovers.
This command will fix parity mismatchesfor RAID 3, 5, 6, and 50, and mirror mismatches for RAID 1 and
10. This command can be performed only on avdisk whose statusis FTOL (fault tolerant and online). It
cannot be performed for NRAID or RAID 0.

Verification can last over an hour, depending on vdisk size, utility priority, and amount of 1/0O activity. You
can use avdisk whileit is being verified. To view the progress of averify (VRFY) job, use the show vdisks
command.

When verification is complete, event 21 islogged and specifies the number of inconsistencies found. Such
inconsistencies can indicate that a disk is going bad.

TIP:  Unlessyou want to verify without fixing errors, it is better to use the scrub vdisk command, which
operatessimilarly toverify vdisk and asocanfind and fix mediaerrorsfor any RAID level, including
NRAID and RAID 0.

manage

verify vdisk
[fix yes|no]
vdisks
fix yes|no
Optional. Specifies whether or not to automatically fix parity mismatches by making parity match the data

in all cases. If you specify no, event 21 will report any errors found and they will not be fixed. The default
isyes.

vdisks

A comma-separated list of the names or serial numbers of the vdisksto verify. A name that includes a space
must be enclosed in double quotes.

Start verifying vdisk vd1.

# verify vdisk wvdl

o abort verify

e scrub vdisk

e show vdisks

e verify disk-groups

versions (Deprecated)

Use show versions.
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volumecopy

Description

Min. role

Syntax

Parameters

Copies a standard, master, or snapshot volume to a new standard volume. This command applies to linear
storage only.

The destination volume you specify must be in avdisk owned by the same controller as the source volume.
If the source volume is a snapshot, you can choose whether to include its modified data (data written to the
snapshot since it was created). The destination volume is compl etely independent of the source volume.

Thefirst time avolume copy is created of a standard volume, the volume is converted to a master volume
and a snap pool is created in the volume's vdisk. The snap pool’s size is either 20% of the volume size or
5.37 GB, whichever islarger. The recommended minimum size for asnap pool is 50 GB. Before creating or
scheduling copies, verify that the vdisk has enough free space to contain the snap pool.

Before copying a master volume, verify that the snap-pool has space for a transient snapshot, which is used
to track changes to the master volume while the copy isin progress.

For a master volume, the volume copy creates a transient snapshot, copies the data from the snapshot, and
deletes the snapshot when the copy is complete. For a snapshot, the volume copy is performed directly from
the source. This source data may change if modified dataisto be included in the copy and the snapshot is
mounted/presented/mapped and 1/O is occurring to it.

To ensure the integrity of a copy of amaster volume, unmount/unpresent/unmap the volume or at minimum
perform a system cache flush and refrain from writing to the volume. Since the system cache flush is not
natively supported on all operating systems, it is recommended to unmount/unpresent/unmap temporarily.
The volume copy isfor al dataon the disk at the time of the request, so if thereis datain the
operating-system cache, that will not be copied over. Unmounting/unpresenting/unmapping the volume
forces the cache flush from the operating system. After the volume copy has started, it is safe to
remount/re-present/remap the volume and/or resume 1/O.

To ensure the integrity of a copy of a snapshot with modified data, unmount/unpresent/unmap the snapshot
or perform asystem cache flush. The snapshot will not be available for read or write access until the volume
copy is complete, at which time you can remount/re-present/remap the snapshot. If modified write datais
not to be included in the copy, then you may safely leave the snapshot mounted/presented/mapped. During
avolume copy using snapshot modified data, the system takes the snapshot offline.

While the copy operation isin progress, the destination volume typeis shown as standard*. When
complete, it changesto standard. To see the volume copy’s progress use the show volumecopy-status
command.

manage

volumecopy
dest-vdisk vdisk
[modified-snapshot yes|nol
[prompt yes|no|expert]
source-volume source-volume
destination-volume

dest-vdisk vdisk
The name or serial number of the destination vdisk. A name that includes a space must be enclosed in
double quotes.

modified-snapshot yes|no
Optional. Specifies whether to include or exclude modified write data from the snapshot in the copy. This
parameter applies only when the source volume is a snapshot.

e vyes: Include modified snapshot data.
* no: Exclude modified snapshot data.

If this parameter is omitted for a snapshot, modified snapshot data is excluded.
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prompt yes|no|expert

Optional. For scripting, this specifies an automatic reply to confirmation prompts:
e vyes: Allow the command to proceed.

¢ no: Cancel the command.

e expert: Cancel the command.

If this parameter is omitted, you must manually reply to the prompt.

source-volume source-volume
The name or serial number of the volume or snapshot to copy. A name that includes a space must be
enclosed in double quotes.

destination-volume
A name for the volume to create in the destination vdisk. Input rules:
* Thevaueiscase sensitive.

e Thevaue can have a maximum of 32 bytes, where ASCII characters are 1 byte, most Latin (Western
European) characters with diacritics are 2 bytes, and most Asian characters are 3 bytes.

e Thevalue can include spaces and printable UTF-8 charactersexcept: " , < \
e A vauethat includes a space must be enclosed in double quotes.

Example Copy master volume MV1 to new volume MV1copy on vdisk VD2.

# volumecopy source-volume MV1 dest-vdisk VD2 MVlcopy

The source volume MUST be unmounted from all hosts prior to starting a volume
copy .
Are you ready to continue? (y/n) yes

Copy standard volume v1 on vdisk vd01 to new volume V1 copy on the same vdisk.

# volumecopy source-volume V1 dest-vdisk vd0l V1_copy

Info: Volume Copy (spV1l) was created.

Info: Volume V1 was converted to a master volume. (V1)

The source volume MUST be unmounted from all hosts prior to starting a volume

copy .
Are you ready to continue? (y/n) yes
Seealso ¢ abort volumecopy
e createtask
e show vdisks
« show volumecopy-status
¢ show volumes
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4 XML API basetype properties

Chapter 3 describes command output that is shown in console format. This chapter describes the basetype
properties that CLI commands display in XML API format, and is organized to help you find a basetype by name.
This chapter excludes basetypes that are for internal use only.

Each basetype topic includes the following information:

* Referencesto CLI commands that directly use the basetype.

¢ For each property, the values of itsname and type elements, and a description of the values that the property
may show. For descriptions of other elements see Table 3 (page 20).

* Referencesto embedded or nested basetypes that the output may show.

376 XML API basetype properties



advanced-settings-table

This basetype is used by show advanced-settings.

Table11 advanced-settings-table properties

Name Type Description
background- string | Showswhether disksin disk groups are automatically checked for disk defectsto
scrub ensure system health. Theinterval between a scrub finishing and starting again is
specified by the background-scrub-interval parameter.
* Disabled: Background disk-group scrub is disabled. Thisis the default.
e Enabled: Background disk-group scrub is enabled.
background- uint32 | Numeric equivalentsfor background-scrub values.
scrub-numeric e 0: Disabled
e 1: Enabled
background- uintlé | Showstheinterval between background disk-group scrub finishing and starting again,
scrub-interval from O to 360 hours. The default is 24 hours.
partner- string | Showswhether component firmware versions are monitored and will be automatically
firmware- updated on the partner controller.
upgrade « Disabled: Partner firmware upgrade s disabled.
e Enabled: Partner firmware upgrade is enabled. Thisis the defaullt.
partner- uint32 | Numeric equivalentsfor partner-firmware-upgrade vaues.
firmware- , *+ 0: Disabled
upgrade-numeric
¢ 1: Enabled
utility- string | Priority a which data-redundancy utilities, such as vdisk verify and reconstruct, run
priority with respect to 1/O operations competing for the system'’s processors. (This does not
affect vdisk background scrub, which aways runs at “background” priority.)
e High: Utilities have higher priority than host I/0. This can cause heavy 1/0 to be
slower than normal. Thisis the default.
e Medium: Utility performance is balanced with host 1/0O performance.
e Low: Utilitiesrun at a slower rate with minimal effect on host 1/0.
utility- uint32 | Numeric equivalentsforutility-priority values.
prlor}ty' e 0: High
numeric
e 1: Medium
e 2: Low
smart string | Showswhether SMART (Self-Monitoring Analysis and Reporting Technology) is
enabled or disabled for disks.
e Detect-0Only: Eachdiskinthesystemretainsitsindividual SMART setting, as
will new disks added to the system.
e Enabled: SMART isenabled for al disksin the system and will be enabled for
new disks added to the system. Thisis the default.
e Disabled: SMART isdisabled for al disksin the system and will be disabled
for new disks added to the system.
smart-numeric uint32 | Numeric equivalentsfor smart values.
* 0: Detect-Only
e 1: Enabled
e 2: Disabled
dynamic-spares string | Showswhether the storage system will automatically use acompatible disk as a spare

to replace afailed disk in avdisk if no compatible spareis available.

e Disabled: Thedynamic spares feature is disabled. Thisisthe default.
e Enabled: The dynamic spares feature is enabled.
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Table 11 advanced-settings-table properties (continued)

failure-numeric

Name Type Description

emp-poll-rate uint32 | Showstheinterval in seconds at which the storage system will poll each enclosure's
Enclosure Management Processor (EMP) for status changes, from 5 to 3600 seconds.
The default is 5 seconds.

host-cache- string | Showswhether hosts are allowed to usethe SCSI MODE SELECT command to

control change the storage system's write-back cache setting.

e Disabled: Host control of caching isdisabled. Thisisthe default.

e Enabled: Host control of caching isenabled.

host-cache- uint32 | Numeric equivalentsfor host -cache-control vaues.
control-numeric e 0: Disabled

e 1: Enabled

sync-cache-mode | string | Showshow theSCSI SYNCHRONIZE CACHE command ishandled.
 TImmediate: Good statusisreturned immediately and cache content is
unchanged. Thisis the defaullt.

e Flush To Disk: Good statusisreturned only after all write-back data for the
specified volume is flushed to disk.

sync-cache- uint32 | Numeric equivalentsfor sync-cache-mode values.
mode-numeric * 0: Immediate
e 1: Flush to Disk
independent - string | Showsthe cache redundancy mode for a dual-controller storage system.
cache e Disabled: Controller failover isenabled and datain a controller’s write-back
cacheis mirrored to the partner controller.

e Enabled: The controllers use Independent Cache Performance Mode, in which
controller failover is disabled and data in a controller’s write-back cacheis not
mirrored to the partner controller. Thisimproves write performance at the risk of
losing unwritten dataif a controller failure occurs while thereis datain controller
cache.

independent- uint32 | Numeric equivalentsfor independent -cache vaues.
cache-numeric e 0: Disabled
e 1: Enabled
missing-lun- string | Showswhether host drivers may probe for LUNsuntil the host driversreach the LUN
response to which they have access.

e Not Ready: Sendsareply that thereisaLUN where agap has been created but
that it's “not ready.” Sense data returned is sensekey = 2, code = 4, qudifier = 3.
Thisisthe default.

e Illegal Request: Sendsareply that thereisaLUN but that the request is
“illegal.” Sense datareturned is sensekey = 5, code = 25h, qualifier = 0.

missing-lun- uint32 | Numeric equivalentsfor missing-lun-response values.
respo§se— ¢ 0: Not Ready
numeric
e 1: Illegal Request
controller- string | Showswhether the cache policy will change from write-back to write-through when a
failure controller fails.
e Disabled: The controller failuretrigger is disabled. Thisisthe default.
e Enabled: Thecontroller failure trigger is enabled.
controller- uint32 | Numeric equivalentsfor controller-failure vaues.

e O0:
. 1:

Disabled
Enabled

378 XML API basetype properties




Table 11 advanced-settings-table properties (continued)

numeric

Name Type Description
super-cap- string | Showswhether the cache policy will change from write-back to write-through when
failure the supercapacitor that provides backup power for cache is not fully charged or fails.

* Disabled: The supercapacitor failure trigger is disabled.

e Enabled: The supercapacitor failure trigger is enabled. Thisis the defaullt.
super-cap- uint32 | Numeric equivalentsfor super-cap-failure vaues.
failure-numeric e 0: Disabled

e 1: Enabled
compact-flash- string | Showswhether the cache policy will change from write-back to write-through when
failure CompactFlash memory is not detected during POST (Power-On Self-Test), fails

during POST, or fails during controller operation.

e Disabled: The CompactFlash failure trigger is disabled.

e Enabled: The CompactFlash failure trigger is enabled. Thisis the default.
compact-flash- uint32 | Numeric equivalentsfor compact-flash-failure values.
failure-numeric « 0: Disabled

¢ 1: Enabled
power-supply- string | Showswhether the cache policy will change from write-back to write-through when a
failure power supply fails.

e Disabled: The power-supply failuretrigger is disabled. Thisisthe default.

e Enabled: The power-supply failure trigger is enabled.
power-supply- uint32 | Numeric equivalentsfor power-supply-failure values.
failure-numeric e 0: Disabled

e 1: Enabled
fan-failure string | Showswhether the cache policy will change from write-back to write-through when a

fan fails.

e Disabled: Thefanfailuretrigger isdisabled. Thisisthe default.

e Enabled: Thefan faluretrigger is enabled.
fan-failure- uint32 | Numeric equivalentsfor fan-failure vaues.
pumerLe e O0: Disabled

¢ 1: Enabled
temperature- string | Showswhether the system will shut down a controller when its temperature exceeds
exceeded the critical operating range.

e Disabled: The over-temperature trigger is disabled. Thisis the default.

e Enabled: The over-temperature trigger is enabled.
temperature- uint32 | Numeric equivalentsfor temperature-exceeded values.
exceeéed— e 0: Disabled
numeric

e 1: Enabled
partner-notify string | Showswhether the partner controller will be notified when atrigger condition occurs.

e Disabled: Natificationis disabled. The partner controller will continue using

its current caching mode. Thisis the defaullt.

e Enabled: Notification is enabled. The partner controller will change to write-

through mode for better data protection.
partner-notify- |uint32 | Numericequivalentsfor partner-notify values.

Disabled
Enabled

. 0:
. 1:
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Table 11 advanced-settings-table properties (continued)

Name Type Description

auto-write-back |string | Showswhether the cache policy will change from write-through to write-back when
the trigger condition is cleared.

* Disabled: Auto-write-back is disabled.

* Enabled: Auto-write-back isenabled. Thisisthe default.

auto-write- uint32 | Numeric equivalentsfor auto-write-back values.

back-numeric e 0: Disabled

e 1: Enabled

disk-dsd-enable |string | Showswhether available disksand global spareswill spin down after a period of
inactivity shown by the disk-dsd-delay property.

e Disabled: Drive spin down for available disks and global sparesis disabled.
Thisisthe default.

e Enabled: Drive spin down for available disks and global sparesis enabled.

disk-dsad- uint32 | Numeric equivalentsfor disk-dsd-enable values.

enable-numeric e 0: Disabled

e 1: Enabled

disk-dsd-delay uintl6 | Specifiesthe period of inactivity in minutes after which available disks and global
spares will spin down, from 1 to 360 minutes. The value 0 means spin down is
disabled. The default is 15 minutes.

background- string | Showswhether disksthat are not in vdisks are automatically checked for disk defects
disk-scrub to ensure system health. Theinterval between background disk scrub finishing and
starting again is 72 hours.

* Disabled: Background disk scrub isdisabled. Thisis the default.

e Enabled: Background disk scrub is enabled.

background- uint32 | Numeric equivalentsfor background-disk-scrub values.

dlsk—gcrub— *+ 0: Disabled

numeric
e 1: Enabled

managed-logs string | Showswhether the managed logs feature is enabled, which alowslog filesto be
transferred from the storage system to alog-collection system to avoid losing
diagnostic data as logsfill.
e Disabled: The managed logs feature is disabled. Thisisthe default.
e Enabled: The managed logs feature is enabled.

managed-logs- uint32 | Numeric equivalentsfor managed-logs values.

pumerice e 0: Disabled
e 1: Enabled

single- string | Fora2Ul4 or 2U24 system that had two controller modules but now has only one and

controller isintended to be used as a single-controller system, this property shows whether the
operating/redundancy mode is set to Single Controller. This prevents the system from
reporting the absent partner controller as an error condition. This parameter does not
affect any other system settings. Installing a second, functional controller module will
change the mode to Active-Active ULP.
e Enabled: Single Controller mode is enabled.
e Disabled: Single Controller mode is disabled.

single- string | Numeric equivalentsfor single-controller values.

contréller— e 0: Disabled

numeric
¢ 1: Enabled

disk- string | Not supported.

protection-info
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Table 11 advanced-settings-table properties (continued)

recovery-
numeric

Name Type Description

disk- uint32 | Not supported.

protection-

info-numeric

auto-stall- string | Showswhether the auto-stall recovery feature is enabled, which detects situations

recovery whereacontroller stall is preventing I/O operations from completing, and recoversthe
system so that at least one controller is operational, thus avoiding data-unavailability
situations.
e Disabled: Auto-stall recovery is disabled.
e Enabled: Auto-stall recovery is enabled.

auto-stall- uint32 | Numeric equivalentsfor auto-stall-recovery values.

e 0:Disabled
e 1:Enabled
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attribute-priorities

This basetype is used by show priorities.

Table12 attribute-priorities properties

Name Type Description
attribute-name string | Snapshot retention attribute.

¢ Standard Snapshot

e Volume Copy Snapshot: A snapshot that isbeing used to copy datafrom a
source volume to a destination volume. This attribute is temporary for the
duration of the volume-copy process.

* Replication Snapshot

e Replicating Snapshot: A snapshot that is being replicated to a secondary
volume. This snapshot isrequired in order to resume the replication. The attribute
istemporary for the duration of the replication process.

* Common Sync Point Snapshot: Thelatest snapshot that is copy-complete
on al secondary volumes. It identifies acommon point in time that is known by
all destinations.

e Only Sync Point Snapshot: Theonly sync point that is available on at
least one secondary volume. If this snapshot is removed, then the next replication
requires afull sync to be performed.

* Queued Snapshot: A snapshot that was taken for remote replication but is
queued waiting for the previous replications to complete.

* DRM Snapshot: A temporary standard snapshot created from areplication
snapshot for the purpose of doing atest failover for disaster recovery management
(DRM).

priority-value string | Retention priority for the corresponding attribute. Values are shown as hexadecimal

numbers.
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cache-parameter
This basetype is used by show cache-parameters, when avolumeis specified, to show volume cache properties.

Table 13 cache-parameter properties

Name Type Description

serial-number string | If avolumeis specified, its serial number.
volume-name string | If avolumeis specified, its name.
write-policy string | If avolumeis specified, its cache write policy.

* write-back: Write-back caching does not wait for datato be completely
written to disk before signaing the host that the write is complete. Thisisthe
preferred setting for a fault-tolerant environment because it improves the
performance of write operations and throughput. Thisis the default.

e write-through: Write-through caching significantly impacts performance by
waiting for datato be completely written to disk before signaling the host that the
writeis complete. Use this setting only when operating in an environment with
low or no fault tolerance.

write-policy- uint32 | Numeric equivalentsfor write-policy values.

numeri .
umeric * 0: write-through

e 1: write-back

cache- string | If avolumeis specified, its cache optimization mode.

optimization * standard: Optimizes cache for both sequential and random reads. Appropriate

for applications that read and write small files in random order, such as
transaction-based and database update applications. Thisis the default.

* no-mirror: When thismodeis enabled, each controller stops mirroring its
cache metadata to the partner controller. Thisimproves write /O response time
but at the risk of losing data during a failover. ULP behavior is not affected, with
the exception that during failover any write datain cache will be lost.

cache- uint32 | Numeric equivalentsfor cache-optimization vaues.
optimization-

. e 0: standard
numeric

e 2: no-mirror

read-ahead-size |string | If avolumeis specified, itsread-ahead cache setting.

* Disabled: Read-ahead is disabled.
e Adaptive: Adaptive read-ahead is enabled, which alows the controller to
dynamically calculate the optimum read-ahead size for the current workload.

* Stripe: Read-ahead is set to one stripe. The controllers treat non-RAID and
RAID-1vdisksinternally asif they have astripe size of 512 KB, even though they

are not striped.
e 512 KB, 1 MB, 2 MB, 4 MB, 8 MB, 16 MB, or 32 MB: Size
selected by auser.
read-ahead- uint32 | Numeric equivalentsfor read-ahead-size values.

size-numeric .
e -2: Stripe

e -1: Adaptive

* 0: Disabled

e 524288: 512 KB

e 1048576: 1 MB

. 2097152: 2 MB

e 4194304: 4 MB

e 8388608: 8 MB

e 16777216: 16 MB

e 33554432: 32 MB

. -2147483648: Maximum
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cache-settings

This basetype is used by show cache-parameters to show system cache properties.

Table14 cache-settings properties

Name

Type

Description

operation-mode

string

The system’s operating mode, also called the cache redundancy mode.

Independent Cache Performance Mode: For adual-controller system,
controller failover is disabled and data in a controller’s write-back cache is not
mirrored to the partner controller. Thisimproves write performance at the risk of
losing unwritten dataif a controller failure occurs while thereis datain controller
cache.

Active-Active ULP: Both controllers are active using ULP (Unified LUN
Presentation). Data for volumes configured to use write-back cacheis
automatically mirrored between the two controllers to provide fault tolerance.

Single Controller: Thereisonly asingle controller in the enclosure.

Failed Over: Operation hasfailed over to one controller becauseits partner is
not operational. The system has lost redundancy.

Down: Both controllers are not operational.

operation-mode-
numeric

uint32

Numeric equivalents for operation-mode values.

¢ 1: Independent Cache Performance Mode
e 2: Active-Active ULP
* 3: Single Controller
* 4: Failed Over
¢ 5: Down
controller- Embedded; see controller-cache-parameters.
cache-
parameters
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certificate-status
This basetype is used by show certificate.

Table15 certificate-status properties

Name Type Description

controller string |+ A: Controller A.
e B: Controller B.

controller- string | Numeric equivalentsfor controller values.
numeric R 0: A

e 1: B
certificate- string |+ Default: No customer-supplied or alternate certificate has been installed.
status e Customer-supplied: A custom or alternate certificate has been installed.
certificate- uint32 | Numeric equivalentsfor certificate-status vaues.

status-numeric R 0: Default

* 1: Customer-supplied

certificate- string | Dateandtime, intheformat year-month-day hour:minutes:seconds, when
time the custom certificate was created.

certificate- string | Thefirst few characters of the certificatefile. This property isfor diagnostic purposes,
signature and can be used to verify that the proper certificateisin use.

certificate- string | Thefull text of the certificate.

text
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chap-records

This basetype is used by show chap-records.

Table16 chap-records properties

Name Type Description

initiator-name string | Theoriginator name.

initiator- string | The secret that the recipient uses to authenticate the originator.

secret

oname string | For mutual CHAP, the recipient name.

osecret string | For mutual CHAP, the secret that the originator uses to authenticate the recipient.
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cli-parameters
This basetype is used by show cli-parameters.

Table17 cli-parameters properties

Name Type Description

timeout uint32 | Timein seconds that the session can beidle before it automatically ends. Valid values
are 120-43200 seconds (2-720 minutes). The default is 1800 seconds (30 minutes).

output-format string |* console: Supportsinteractive use of the CLI by displaying command output in
easily readableformat. Thisformat automatically sizes fields according to content
and adjusts content to window resizes. Thisis the default.

e api: Supports scripting by displaying command output in XML. All objects are
displayed at the same level, related by COMP elements.

e api-embed: Alternate form of XML output which displays“child” objects
embedded (indented) under “parent” objects.

e ipa: Alternate form of XML output.

e json: Alternate data-interchange format.

output-format- string |* console

api e api

* api-brief

e api-embed

* api-embed-brief
* json

* Jjson-full

output-format- uint32 | Numeric equivalentsfor output - format -api vaues.
api-numeric

1: console
e 2: api
e 3: api-brief
* 4: api-embed

5: api-embed-brief

6: json

7

json-full

brief-mode string |* Enabled:In XML output, this setting shows a subset of attributes of object
properties. The name and type attributes are always shown.

e Disabled: In XML output, this setting shows all attributes of object properties.
Thisisthe default.

brief-mode- uint32 | Numeric equivalentsfor brief -mode values.

numeric e 0: Disabled

e 1: Enabled

base uints Aliasfor storage-size-base.
pager string |* Enabled: Haltsoutput after each full screen to wait for keyboard input. Thisis
the default.

e Disabled: Output isnot halted. When displaying output in XML API format,
which isintended for scripting, disable paging.

pager-numeric uint32 | Numeric equivalentsfor pager values.

* 0: Disabled
e 1: Enabled

cli-parameters 387



Table 17 cli-parameters properties (continued)

Name Type Description
locale string | Display language.
* English (the default)
* Spanish
* French
¢ German
e Ttalian
¢ Japanese
d Korean
¢ Dutch
* Chinese-simplified
* Chinese-traditional
locale-numeric uint32 | Numeric equivalentsfor Locale values.
e 0: English
e 1: Spanish
e 2: French
e 3: German
e 4: Italian
° 5: Japanese
¢ 9: Korean
* 6: Dutch
e 7: Chinese-simplified
* 8: Chinese-traditional
storage-size- uintsg Base for entry and display of storage-space sizes.
base »  2: Sizesare shown as powers of 2, using 1024 as adivisor for each magnitude.
e 10: Sizesare shown as powers of 10, using 1000 as a divisor for each magnitude.
Thisisthe default.
Operating systems usually show volume sizein base 2. Disk drives usually show size
in base 10. Memory (RAM and ROM) sizeis always shown in base 2.
storage-size- uint8g Number of decimal places (1-10) for display of storage-space sizes. The default is 1.
precision
storage-size- string | Unitfor display of storage-space sizes.
units e Auto: Letsthe system determine the proper unit for asize. Thisis the default.
e MB: Sizes are shown in megabytes.
e GB: Sizesare shown in gigabytes.
e TB: Sizesare shown in terabytes.
Based on the precision setting, if asizeistoo small to meaningfully display in the
selected unit, the system uses a smaller unit for that size. For example, if storage-
size-unitsissetto TB, storage-size-precisionissettol, and
storage-size-baseissetto 10, thesize 0.11709 TB isinstead shown as 117.1
GB.
storage-size- uint32 | Numeric equivalentsfor storage-size-units vaues.
units-numeric R 0: Auto
e 1: MB
e 2: GB
e 3: TB
temperature- string |* Fahrenheit: Temperaturesare shown in degrees Fahrenheit.
scale e Celsius: Temperatures are shown in degrees Celsius. Thisisthe default.

388 XML API basetype properties




Table 17 cli-parameters properties (continued)

mode-numeric

Name Type Description
temperature- uint32 | Numeric equivalentsfor temperature-scale vaues.
scale-numeric e 0: Fahrenheit
e 1: Celsius
user-type string | Thelogged-in user's experience level.
* Novice
* Standard (the default)
* Advanced
* Diagnostic
user-type- uint32 | Numeric equivalentsfor user-type vaues.
pumeric * 1: Novice
* 2: Standard
* 3: Advanced
* 4: Diagnostic
username string | Thelogged-in user name.
management-mode | string | The management mode, which controls the terminology used in command output and
system messages, that is being used in the current CLI session.
e v2: Usesterminology that is oriented to managing linear storage. For example,
vdisk for disk groups and pools.
e v3: Usesterminology that is oriented to managing virtual and linear storage. For
example, disk group for disk groups and pool for pools.
management - string | Numeric equivalentsfor management -mode values.

e 2: V2
e 3: V3
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code-load-readiness
This basetype is used by check firmware-upgrade-health.
Table 18 code-load-readiness properties

Name Type Description

overall-health string |* Pass: Thereareno risksto performing firmware upgrade.
e Fail: Atleast one condition exists that presents arisk of upgrade failure or loss

of availahility.
overall-health- |string | Numericequivaentsfor overall-health values.
numeric e 0: Pass
e 1: Fail
code-load- Embedded; see code-load-readiness-reasons.
readiness-
reasons
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code-load-readiness-reasons

This basetype is used by check firmware-upgrade-health.

Table19 code-load-readiness-reasons properties

numeric

Name Type Description

readiness- string | Thecondition that was detected.

reason

readiness- string | Numeric equivalentsfor readiness-reason values.

reason-numeric

failure-risks string | The problemsthat are likely to result if you do not resolve the conditions before
performing a firmware upgrade.

failure-risks- string | Numeric equivalentsfor failure-risks vaues.
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compact-flash

This basetype is used by show controllers.

Table20 compact-flash properties

Name Type Description

durable-id string |* Ctlr A CF: CompactFlash cardin controller A.
e Ctlr B CF: CompactFlash card in controller B.

controller-id string | A:Controller A.
e B:Controller B.

controller-id- uint32 | Numeric equivalentsfor controller-id values.
numeric .« 0: B

e 1: A
name string |* Controller A CompactFlash

e Controller B CompactFlash

status string |* Not Installed
* Installed

status-numeric uint32 | Numeric equivalentsfor status values.

¢ 0: Not Installed
e 1: Installed

cache-flush string |* Enabled: If thecontroller loses power, it will automatically write cache datato
the CompactFlash card. Cache flush is normally enabled, but is temporarily
disabled during controller shut down.

¢ Disabled: Cacheflushisdisabled.

cache-flush- uint32 | Numeric equivalentsfor cache-flush values.

numeric e 0: Disabled

e 1: Enabled

health string |* OK
e Fault
e N/A

health-numeric uint32 | Numeric equivalentsfor health values.

e 0: OK
e 2: Fault
e 4: N/A
health-reason string | If Hedlthisnot OK, the reason for the health state.
health- string | If Healthisnot OK, the recommended action to take to resolve the health issue.

recommendation
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controller-cache-parameters

This basetype is used by show cache-parameters to show controller cache properties.

Table21 controller-cache-parameters properties

health-numeric

Name Type Description
durable-id string |* cache-params-a: Cache parametersfor controller A.
¢ cache-params-b: Cache parameters for controller B.
controller-id string | A:Controller A.
e B:Controller B.
controller-id- uint32 | Numeric equivalentsfor controller-id vaues.
numeric o 0: B
. 1: A
name string |* Controller A Cache Parameters
* Controller B Cache Parameters
write-back- string | Showsthe current, system-wide cache policy as determined by auto-write-through
status logic. Thisvalueis not settable by users. If an auto-write-through trigger condition
(such as a CompactFlash failure) is met, the cache policy for all volumes changes to
write-through, overriding the volume-specific settings. When the problem is
corrected, the cache policy reverts to the value configured for each individual volume.
e Enabled: Write-back. Thisisthe normal state.
e Disabled: Write-through.
* Not up: Thecontroller isnot up.
write-back- uint32 | Numeric equivalentsfor write-back-status vaues.
status-numeric * 0:Enabled (write-back)
e 1:Disabled (write-through)
e 2: Not up
compact-flash- string |* Not Installed: The CompactFlash card isnot installed.
status * Installed: The CompactFlash card isinstalled.
compact-flash- uint32 | Numeric equivalentsfor compact-flash-status values.
status-numeric * 0: Not Installed
e 1: Installed
compact-flash- string |* OK
health + Degraded
¢ Fault
e N/A
¢  Unknown
compact-flash- uint32 | Numeric equivalentsfor compact-flash-health values.

e 0: OK

e 1: Degraded
e 2: Fault

* 3: Unknown
e 4: N/A
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Table 21 controller-cache-parameters properties (continued)

numeric

Name Type Description
cache-flush string |* Enabled: If thecontroller loses power, it will automatically write cache datato
the CompactFlash card. Cache flush is normally enabled, but is temporarily
disabled during controller shut down.
* Disabled: Cacheflushisdisabled.
cache-flush- uint32 | Numeric equivalentsfor cache-flush values.

e 0: Disabled
e 1: Enabled
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controllers
This basetype is used by show configuration and show controllers.

Table22 controllers properties

Name Type Description
durable-id string |* controller a

¢ controller b
controller-id string | A:Controller A.

e B:Controller B.
controller-id- uint32 |¢ 0: B
numeric e 1. A
serial-number string |+ Seria number of the controller module.

* Not Available: Thecontroller moduleisdown or not installed.
hardware- string | Controller module hardware version.
version
cpld-version string | Complex Programmable Logic Device (CPLD) firmware version.
mac-address string | Controller network port MAC address.
node-wwn string | Storage system World Wide Node Name (WWNN).
active-version uint32 | The configured network port IP version.

e 4:1Pv4

e 6:1Pv6
ip-address string | Controller network port |P address.
ip-subnet-mask string | Controller network port IP subnet mask.
ip-gateway string | Controller network port gateway |P address.
disks uint32 | Number of disksin the storage system.
number-of - uint32 | Number of virtual poolsin the storage system.
storage-pools
virtual-disks uint32 | Number of disk groupsin the storage system.
cache-memory- uint32 | Controller cache memory size (MB).
size
host-ports uint32 | Number of host portsin the controller module.
drive-channels uint32 | Number of expansion portsin the controller enclosure.
drive-bus-type string | Controller interface to disks.

¢ SAS
drive-bus-type- |uint32 | Numericequivaentfor drive-bus-type value.
numeric o 8: SAS
status string |* Operational

d Down

* Not installed

¢ Unknown
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Table 22 controllers properties (continued)

numeric

Name Type Description
status-numeric uint32 | Numeric equivalentsfor status values.

* 0: Operational

e 1: Down

* 2: Not installed

* 3: Unknown

failed-over string | Indicates whether the partner controller hasfailed over to this controller.

e No: The partner controller has not failed over to this controller.

e Yes: Thepartner controller has either failed or been shut down, and its
responsibilities have been taken over by this controller. There will be adelay
between the time that the value of the status property becomes Down for one
controller and the time that the value of the failed-over property becomes
Yes for the other controller. Thistime period isthe time that it takes for a
controller to take over the responsibilities of its partner.

failed-over- uint32 | Numeric equivalentsfor failed-over values.

numeric R 0: No
e 1: Yes

fail-over- string | If failed-over isYes, areason for the failover appears; otherwise, Not

reason applicable appears.

fail-over- uint32 | Numeric equivalentsfor fail-over-reason values.

reason-numeric

sc-fw string | Storage Controller firmware version.

vendor string | Controller manufacturer.

model string | Controller model.

sc-cpu-type string | Storage Controller processor type.

sc-cpu-speed sint32 | Storage Controller processor speed.

internal- string | Internal serial number of the controller.

serial-number

cache-lock string | Showswhether hosts are prevented from using the SCSI MODE SELECT command
to change the storage system's write-back cache setting.

e No: Hosts are permitted to disable write-back cache.

* Yes: Hosts are prevented from disabling write-back cache.

cache-lock- uint32 | Numeric equivalentsfor cache-1lock values.

numeric R 0: No
e 1: Yes

write-policy string | Thecurrent, system-wide cache policy as determined by auto-write-through (AWT)
logic. Thisvalueis not settable by users. If an AWT trigger condition (such asa

CompactFlash failure) is met, the cache policy for all volumes changes to write-

through, overriding the volume-specific settings. When the problem is corrected, the

cache policy reverts to the value configured for each individual volume.

* write-back: Thisisthe normal state.

* write-through

e Not up: Thecontroller isnot up.

write-policy- uint32 | Numeric equivalentsfor write-policy values.

e 0:write-back
* 1:write-through
e 2:Not up.
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Table 22 controllers properties (continued)

numeric

Name Type Description
description string | FRU long description.
part-number string | Part number for the FRU.
revision string | Hardwarerevision level for the FRU.
dash-level string | FRU template revision number.
fru-shortname string | FRU short description.
mfg-date string | Dateandtime, intheformat year-month-day hour:minutes:.seconds
(UTC), when the controller's PCBA was programmed.
mfg-date- uint32 | Unformatted mfg-date value.
numeric
mfg-location string | City, state/province, and country where the FRU was manufactured.
mfg-vendor-id string | JEDEC ID of the FRU manufacturer.
health string |* OK
* Degraded
¢ Fault
¢ Unknown
e N/A
health-numeric string | Numeric equivalentsfor health values.
e 0: OK
e 1: Degraded
e 2: Fault
¢ 3: Unknown
e 4: N/A
health-reason string | If Healthisnot OK, the reason for the health state.
health- string | If Healthisnot OK, the recommended actions to take to resolve the health issue.
recommendation
position string | Position of the controller in the enclosure.
e Top: Thecontroller isin thetop slot.
e Bottom: Thecontroller isin the bottom slot.
position- uint32 | Numeric equivalentsfor position values.
numeric o 0: Top
e 1: Bottom
phy-isolation string | Showswhether the automatic disabling of SAS expander PHY s having high error
countsis enabled or disabled for this controller.
e Enabled: PHY fault isolation is enabled.
e Disabled: PHY faultisolation isdisabled.
phy-isolation- uint32 | Numeric equivalentsfor phy-isolation vaues.

Enabled
Disabled

. 0:
. 1:
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Table 22 controllers properties (continued)

Name Type Description

redundancy-mode | string | Thesystem’soperating mode, also called the cache redundancy mode.

¢ Independent Cache Performance Mode: For adual-controller system,
controller failover is disabled and datain a controller’s write-back cacheis not
mirrored to the partner controller. Thisimproves write performance at the risk of
losing unwritten dataif a controller failure occurs while thereis datain controller
cache.

* Active-Active ULP: Both controllers are active using ULP (Unified LUN
Presentation). Data for volumes configured to use write-back cacheis
automatically mirrored between the two controllers to provide fault tolerance.

e Single Controller: Theenclosure containsasingle controller.
e Single Controller: Theenclosure containsasingle controller.

e Failed Over: Operation hasfailed over to one controller becauseits partner is
not operational. The system has lost redundancy.

e Down: Both controllers are not operational.

redundancy- uint32 | Numeric equivalentsfor redundancy-mode values.
mode-numeric

¢ 1: Independent Cache Performance Mode

e 2: Active-Active ULP

* 3: Single Controller

* 4: Failed Over

¢ 5: Down
redundancy- string |* Redundant with independent cache: Both controllersare operational
status but are not mirroring their cache metadata to each other.

e Redundant: Both controllers are operational.

e Operational but not redundant: Inactive-active mode, one controller
is operational and the other is offline. In single-controller mode, the controller is
operational.

e Down: Thiscontroller is not operational.
e Unknown: Statusinformation is not available.

redundancy- uint32 | Numeric equivalentsfor redundancy-status vaues.
status-numeric * 0: Operational but not redundant
e 1: Redundant with independent cache
* 3: Redundant
e 4: Down
¢ 5: Unknown
unhealthy- Embedded; see unhealthy-component.
component
ip-address Embedded; see network-parameters.
port-details Embedded; see port.
enclosure-id Embedded; see expander-ports.
compact-flash Embedded; see compact-flash.
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controller-statistics

This basetype is used by show controller-statistics.

Table 23 controller-statistics properties

time

Name Type Description

durable-id string |* controller a
¢ controller b

cpu-load uint32 | Percentage of timethe CPU is busy, from 0 to 100.

power-on-time uint32 | Number of seconds since the controller was restarted.

write-cache- uint32 | Percentage of write cachein use, from O to 100.

used

bytes-per- uinté4 | Datatransfer rate calculated over the interval since these statistics were last requested

second or reset. This value will be zero if it has not been requested or reset since a controller
restart.

bytes-per- uint64 | Unformatted bytes-per-second vaue.

second-numeric

iops uint32 | Input/output operations per second, calculated over the interval since these statistics
were last requested or reset. Thisvaluewill be zero if it has not been requested or reset
since acontroller restart.

number-of-reads |uinté4 | Forthe controller whose host ports had 1/0 activity, the number of read operations
since these statistics were last reset or since the controller was restarted.

read-cache-hits |uinté4 | Forthe controller that owns the volume, the number of timesthe block to beread is
found in cache.

read-cache- uinté4 | For the controller that owns the volume, the number of timesthe block to beread is

misses not found in cache.

number-of - uinté4 | For the controller whose host ports had 1/0 activity, the number of write operations

writes since these statistics were last reset or since the controller was restarted.

write-cache- uinté4 | For the controller that owns the volume, the number of times the block writtentois

hits found in cache.

write-cache- uinté64 | For the controller that owns the volume, the number of times the block writtentois

misses not found in cache.

data-read uinte64 | Amount of dataread since these statistics were last reset or since the controller was
restarted.

data-read- uint6e4 | Unformatted data-read vaue.

numeric

data-written uint64 | Amount of datawritten since these statistics were last reset or since the controller was
restarted.

data-written- uinté64 | Unformatted data-written value.

numeric

num-forwarded- uint32 | Thecurrent count of commands that are being forwarded or are queued to be

cmds forwarded to the partner controller for processing. This value will be zero if no
commands are being forwarded or are queued to be forwarded.

reset-time string | Dateandtime,intheformat year-month-day hour:minutes:seconds, when
these statistics were last reset, either by auser or by a controller restart.

reset-time- uint32 | Unformatted reset -time value.

numeric

start-sample- string | Dateandtime, intheformat year-month-day hour:minutes:seconds, when

sampling started for the iops and bytes-per-second values.
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Table 23  controller-statistics properties (continued)

hours

Name Type Description

start-sample- uint32 | Unformatted start-sample-time vaue.

time-numeric

stop-sample- string | Dateandtime,intheformat year-month-day hour:minutes:seconds, when
time sampling stopped for the 1 ops and bytes-per-second values.
stop-sample- uint32 | Unformatted stop-sample-time value

time-numeric

total-power-on- |string | Thetotal amount of hoursthe controller has been powered oninitslife time.
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debug-log-parameters

This basetype is used by show debug-log-parameters.

Table24 debug-log-parameters properties

Name

Type

Description

host-dbg

string

Shows whether host interface debug messages are enabled for inclusion in the Storage
Controller debug log.

e Off: Disabled.

e On: Enabled.

host-dbg-
numeric

uint32

Numeric equivalentsfor host values.

e 0: Off
e 1: On

disk

string

Shows whether disk interface debug messages are enabled for inclusion in the Storage
Controller debug log.

e Off: Disabled.

e On: Enabled.

disk-numeric

uint32

Numeric equivalentsfor disk values.

e 0: Off
. 1: On

mem

string

Shows whether internal memory debug messages are enabled for inclusion in the
Storage Controller debug log.

e Off: Disabled.

e On: Enabled.

mem-numeric

uint32

Numeric equivalents for mem values.

e 0: Off
e 1: On

fo

string

Shows whether failover and recovery debug messages are enabled for inclusion in the
Storage Controller debug log.

e Off: Disabled.

e On: Enabled.

fo-numeric

uint32

Numeric equivalents for fo values.

e 0: Off
. 1: On

msg

string

Shows whether inter-controller message debug messages are enabled for inclusion in
the Storage Controller debug log.

e Off: Disabled.

e On: Enabled.

msg-numeric

uint32

Numeric equivalents for msg values.

e 0: Off
e 1: On

ioa

string

Shows whether standard debug messages for an 1/O interface driver are enabled for
inclusion in the Storage Controller debug log.

e Off: Disabled.

e On: Enabled.

ioca-numeric

uint32

Numeric equivalents for 1o0a values.

e 0: Off
. 1: On
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Table 24  debug-log-parameters properties (continued)

Name Type Description

iob string | Showswhether resource-count debug messagesfor an I/O interface driver are enabled
for inclusion in the Storage Controller debug log.

e Off: Disabled.

e On: Enabled.
iob-numeric uint32 | Numeric equivalentsfor iob values.
e 0: Off
e 1: On
ioc string | Showswhether upper-layer, verbose debug messages for an 1/O interface driver are

enabled for inclusion in the Storage Controller debug log.
e Off: Disabled.

e On: Enabled.
ioc-numeric uint32 | Numeric equivalentsfor ioc values.
e 0: Off
e 1: On
iod string | Showswhether lower-layer, verbose debug messages for an 1/O interface driver are

enabled for inclusion in the Storage Controller debug log.
e Off: Disabled.

e On: Enabled.
iod-numeric uint32 | Numeric equivalentsfor iod values.
e 0: Off
e 1: On
misc string | Showswhether internal debug messages are enabled for inclusion in the Storage

Controller debug log.
e Off: Disabled.

e On: Enabled.
misc-numeric uint32 | Numeric equivalentsfor misc values.
e 0: Off
. 1: On
rcm string | Showswhether removable-component manager debug messages are enabled for

inclusion in the Storage Controller debug log.
e Off: Disabled.

e On: Enabled.
rcm-numeric uint32 | Numeric equivalentsfor rcm values.
e 0: Off
e 1: On
raid string | Showswhether RAID debug messages are enabled for inclusion in the Storage

Controller debug log.
e Off: Disabled.

e On: Enabled.

raid-numeric uint32 | Numeric equivalentsfor raid values.
e 0: Off
e 1: On
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Table 24  debug-log-parameters properties (continued)

Name

Type

Description

cache

string

Shows whether cache debug messages are enabled for inclusion in the Storage
Controller debug log.

e Off: Disabled.

e On: Enabled.

cache-numeric

uint32

Numeric equivalents for cache values.

e 0: Off
. 1: On

emp

string

Shows whether Enclosure Management Processor debug messages are enabled for
inclusion in the Storage Controller debug log.

e Off: Disabled.

e On: Enabled.

emp-numeric

uint32

Numeric equivalents for emp values.

e 0: Off
e 1: On

capi

string

Shows whether Internal Configuration APl debug messages are enabled for inclusion
in the Storage Controller debug log.

e Off: Disabled.

e On: Enabled.

capi-numeric

uint32

Numeric equivalentsfor capi values.

e 0: Off
. 1: On

mui

string

Shows whether internal service interface debug messages are enabled for inclusion in
the Storage Controller debug log.

e Off: Disabled.

e On: Enabled.

mui-numeric

uint32

Numeric equivalents for mui values.

e 0: Off
e 1: On

bkcfg

string

Shows whether internal configuration debug messages are enabled for inclusion in the
Storage Controller debug log.

e Off: Disabled.

e On: Enabled.

bkcfg-numeric

uint32

Numeric equivalents for bkcfg values.

e 0: Off
. 1: On

awt

string

Shows whether debug messages for auto-write-through cache triggers are enabled for
inclusion in the Storage Controller debug log.

e Off: Disabled.

e On: Enabled.

awt-numeric

uint32

Numeric equivalents for awt values.

e 0: Off
. 1l: On
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Table 24  debug-log-parameters properties (continued)

Name

Type

Description

res2

string

Shows whether internal debug messages are enabled for inclusion in the Storage
Controller debug log.

e Off: Disabled.

e On: Enabled.

res2-numeric

uint32

Numeric equivalentsfor res2 values.

Off
On

. 0:
. 1:

capi2

string

Shows whether Internal Configuration API tracing messages are enabled for inclusion
in the Storage Controller debug log.

e Off: Disabled.

e On: Enabled.

capi2-numeric

uint32

Numeric equivalentsfor capi2 values.
e O0:
e 1:

Off
On

dms

string

Shows whether Snapshot feature debug messages are enabled for inclusion in the
Storage Controller debug log.

e Off: Disabled.

e On: Enabled.

dms-numeric

uint32

Numeric equivalents for dms values.

Off
On

. 0:
. 1:

fruid

string

Shows whether FRU 1D debug messages are enabled for inclusion in the Storage
Controller debug log.

e Off: Disabled.

e On: Enabled.

fruid-numeric

uint32

Numeric equivalentsfor fruid values.
e O0:
e 1:

Off
On

resmgr

string

Shows whether Reservation Manager debug messages are enabled for inclusionin the
Storage Controller debug log.

e Off: Disabled.

e On: Enabled.

resmgr-numeric

uint32

Numeric equivalentsfor resmgr values.

Off
On

. 0:
. 1:

init

string

Not used.

init-numeric

uint32

Not used.

ps

string

Shows whether paged storage debug messages are enabled for inclusion in the Storage
Controller debug log.

e Off: Disabled.

e On: Enabled.

ps-numeric

uint32

Numeric equivalents for ps values.

Off
On

. 0:
. 1:

404 XML API basetype properties




Table 24  debug-log-parameters properties (continued)

Name Type Description
hb string | Not used.
hb-numeric uint32 | Not used.
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disk-groups
This basetype is used by show configuration, show disk-groups, and show pools.
Table25 disk-groups properties

Name Type Description

name string | The name of the disk group.

size uinté64 | The capacity of the disk group, formatted to use the current base, precision, and units.
size-numeric uint32 | Unformatted size valuein 512-byte blocks.

freespace uinté64 | Theamount of free spacein the disk group, formatted to use the current base,

precision, and units.

freespace- uint32 | Unformatted freespace valuein 512-byte blocks.

numeric

raw-size string | Theraw capacity of the disksin the disk group, irrespective of space reserved for
RAID overhead and so forth, formatted to use the current base, precision, and units.

raw-size- uinté64 | Unformatted raw-size vauein 512-byte blocks.

numeric

storage-type string |* Linear: Thedisk group actsasalinear pool.

e Virtual: Thedisk groupisinavirtua pool.

storage-type- uint32 | Numeric equivalentsfor storage-type values.

numeric .
. 0: Linear

e 1: Virtual

pool string | Thename of the pool that contains the disk group.

pool-serial- string | Theseria number of the pool that contains the disk group.

number

storage-tier string |* Archive: Thedisk group isin thelowest storage tier, which uses midline

spinning SAS disks (<10k RPM, high capacity).

e Performance: Thedisk group isin the highest storage tier, which uses SSDs
(high speed, low capacity).

e Read Cache: Thedisk isan SSD providing high-speed read cache for astorage
pool.

e Standard: Thedisk group isin the storagetier that uses enterprise-class
spinning SAS disks (10k/15k RPM, higher capacity).

storage-tier- uint32 | Numeric equivalentsfor storage-tier values.
numeric . 0: N/A
* 1: Performance
* 2: Standard
* 4: Archive
e 8: Read Cache
total-pages uint32 | Foravirtual disk group, the total number of 4-MB pagesit contains. For alinear disk
group, O.

allocated-pages |uint32 | Foravirtual pool, the number of 4-MB pagesthat are currently in use. For alinear
pooal, 0.

available-pages |uint32 | Foravirtual pool, the number of 4-MB pagesthat are still available to be allocated.
For alinear pool, 0.

pool-percentage |uint8 The percentage of pool capacity that the disk group occupies.

performance- uints Disk group performance rank within the virtual pool.
rank
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Table 25 disk-groups properties (continued)

Name Type Description
owner string | Either the preferred owner during normal operation or the partner controller when the
preferred owner is offline.
e A:Controller A.
e B:Controller B.
owner-numeric uint32 | Numeric equivalentsfor owner values.
. 0: B
. 1: A
preferred-owner |string | Controller that ownsthe disk group and its volumes during normal operation.
e A:Controller A.
e B: Controller B.
preferred- uint32 | Numeric equivalentsfor preferred owner vaues.
owner-numeric R 0: B
. 1: A
raidtype string | The RAID level of the disk group.
e NRAID
e RAIDO
e RAID1
e RAID3
e RAIDS
e RAID6
e RAIDIO
e RAIDS50
raidtype- uint32 | Numeric equivaentsfor raidtype values.
numeric . 0: RAIDO
e 1: RAID1
e 3: RAID3
e 5: RAIDS
e 6: NRAID
e 8: RAIDS0
e 10: RAID1O
e 11: RAID6
diskcount uintlé | Number of disksin thedisk group.
sparecount uintlé | Number of spare disks assigned to the disk group.
chunksize string |+ For RAID levelsexcept NRAID, RAID 1, and RAID 50, the configured chunk

sizefor the disk group.

e For NRAID and RAID 1, chunk-size has no meaning and is therefore shown as
not applicable (N/2).

« For RAID 50, the disk-group chunk size calculated as: configured-chunk-size x
(subgroup-members - 1). For adisk group configured to use 32-KB chunk size
and 4-disk subgroups, the value would be 96k (32KB x 3).
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Table 25 disk-groups properties (continued)

Name Type Description

status string |* CRIT: Critical. Thedisk groupisonline but isn't fault tolerant because some of its
disks are down.

e DMGD: Damaged. The disk group is online and fault tolerant, but some of its disks
are damaged.

e FTDN: Fault tolerant with adown disk. The disk group is online and fault tolerant,
but some of its disks are down.

e FTOL: Fault tolerant and online.

e MSNG: Missing. The disk group is online and fault tolerant, but some of its disks
are missing.

e OFFL: Offline. Either the disk group isusing offlineinitialization, or its disks are
down and data may be lost.

e QTCR: Quarantined critical. The disk group is critical with at least one
inaccessible disk. For example, two disks areinaccessiblein aRAID-6 disk group
or one disk isinaccessible for other fault-tolerant RAID levels. If the inaccessible
disks come online or if after 60 seconds from being quarantined the disk group is
QTCR or QTDN, the disk group is automatically dequarantined.

e QTDN: Quarantined with adown disk. The RAID-6 disk group has one
inaccessible disk. The disk group is fault tolerant but degraded. If the inaccessible
disks come online or if after 60 seconds from being quarantined the disk group is
QTCR or QTDN, the disk group is automatically dequarantined.

e QTOF: Quarantined offline. The disk group is offline with multiple inaccessible
disks causing user data to be incomplete, or isan NRAID or RAID-0 disk group.

e STOP: Thedisk group is stopped.

e UNKN: Unknown.

e UP: Up. Thedisk group is online and does not have fault-tolerant attributes.

status-numeric uint32 | Numeric equivalentsfor status values.

FTOL
FTDN
CRIT
: OFFL
: QTCR
: QTOF
: QTDN
STOP
: MSNG
: DMGD
e 250: UP
e other: UNKN

.
W J o0 U1k W N R O

.
o)

lun uint32 | Not used.

min-drive-size uint64 | Minimum disk size that can this vdisk can use, formatted to use the current base,
precision, and units.

min-drive-size- |uint32 | Numericequivalentsformin-drive-size values.

numeric

create-date string | Dateandtime, intheformat year-month-day hour:minutes:seconds
(UTC), when the vdisk was created.

create-date- uint32 | Unformatted create-date value.

numeric

cache-read- string | Theread-ahead size, formatted to use the current base, precision, and units.

ahead

cache-read- uinté64 | Unformatted cache-read-ahead valuein 512-byte blocks.

ahead-numeric
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Table 25 disk-groups properties (continued)

completion

Name Type Description
cache-flush- uint32 | Not used.
period
read-ahead- string | Showswhether read-ahead cacheis enabled or disabled.
enabled e Disabled
* Enabled
read-ahead- uint32 | Numeric equivalentsfor read-ahead-enabled vaues.
enabled-numeric e 0: Disabled
e 1: Enabled
write-back- string | Shows the current, system-wide cache policy as determined by auto-write-
enabled through logic.
e Disabled
¢ Enabled
write-back- uint32 | Numeric equivalentsfor write-back-enabled vaues.
enabled-numeric e 0: Disabled
e 1: Enabled
job-running string | Sameascurrent-job.
current-job string | Job running on thedisk group, if any.
e CPYBK: Thedisk group isbeing used in a copyback operation.
e DRSC: A disk isbeing scrubbed.
e EXPD: Thedisk group is being expanded.
e INIT: Thedisk groupisinitiaizing.
e RCON: Thedisk group is being reconstructed.
e VDRAIN: Thevirtual disk group isbeing removed and its datais being drained to
another disk group.
e VPREP: Thevirtual disk group is being prepared for usein avirtua pool.
e VRECV: Thevirtua disk group isbeing recovered to restoreits membership in the
virtua pool.
e VREMV: Thedisk group and its data are being removed.
e VRFY: Thedisk group is being verified.
* VRSC: Thedisk group is being scrubbed.
* Blank if nojobisrunning.
current-job- uint32 | Numeric equivalentsfor current-job vaues.
numeric e 0: (blank)
e 2: INIT
¢ 3: RCON
e 4: VRFY
e 5: EXPD
e 6: VRSC
e 7: DRSC
e 9: VREMV
e 11: CPYBK
e 12: VPREP
* 13: VDRAIN
e 14: VRECV
current-job- string |* 0%—99%: Percent complete of running job.

e (blank): No job is running (job has completed).
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Table 25 disk-groups properties (continued)

Name Type Description
num-array- uint32 | Number of volumesin the disk group.
partitions
largest-free- uinté64 | Thelargest contiguous space in which avolume can be created. The valueis
partition-space formatted to use the current base, precision, and units.
largest-free- uint32 | Unformatted largest-free-partition-space vauein 512-byte blocks.
partition-
space-numeric
num-drives-per- |uint8 * For aRAID-10 or RAID-50 disk group, the number of disksin each subgroup.
low-level-array e For other RAID levels, 1.
num-expansion- uints Not used.
partitions
num-partition- uintsg Number of free segments available for expansion of volumes.
segments
new-partition- uinté64 | Maximum number of 512-byte blocks that could be allocated to a newly created
1lba volume. The value is formatted to use the current base, precision, and units.
Expanding a volume in the same disk group will reduce this amount.
new-partition- uint32 | Unformatted new-partition-1lba vauein 512-byte blocks.
lba-numeric
array-drive- string | Type of disksused in the disk group.
type e SAS: Enterprise SAS.
e SAs MDL: Midline SAS.
* sSAS: SASSSD.
e MIX: Mixture of enterprise SAS and midline SAS disks.
array-drive- uint32 | Numeric equivalentsfor array-drive-type vaues.
type-numeric e 1. MIX
e 4: SAS
e 8: sSAS
e 11: SAS MDL
is-job-auto- string |* false: Thecurrent job must be manually aborted before you can delete the disk
abortable group.
e true: The current job will automatically abort if you delete the disk group.
is-job-auto- uint32 | Numeric equivalentsfor is-job-auto-abortable values.
abort:flble— e 0: false
numeric
. 1l: true
serial-number string | Disk group serial number.
blocks uinté64 | Unformatted size valuein 512-byte blocks.
disk-dsd- string |* Disabled: DSD isdisabled for the disk group.

enable-vdisk

e Enabled - all spinning: DSD isenabled for the disk group.

e Partial spin-down: DSD isenabled for the disk group and its disks are
partially spun down to conserve power.

e Full spin-down: DSD isenabled for the disk group and its disks are fully
spun down to conserve power.
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Table 25 disk-groups properties (continued)

Name Type Description
disk-dsd- uint32 | Numeric equivalentsfor disk-dsd-enable-vdisk values.
enablé—vdlsk— e 0: Disabled
numeric
e 1: Enabled - all spinning
e 2: Partial spin-down
e 3: Full spin-down
disk-dsd-delay- |uint32 | Theperiod of inactivity after which the disk group's disks and dedicated spares
vdisk automatically spin down, from 1 to 360 minutes. The value 0 means spin down is
disabled.
scrub-duration- |uintlé | Notapplicable.
goal
health string |* OK
* Degraded
¢ Fault
¢ Unknown
e N/A
health-numeric uint32 | Numeric equivalentsfor health values.
e 0: OK
¢ 1: Degraded
e 2: Fault
e 3: Unknown
e 4: N/A
health-reason string | If Healthisnot OK, the reason for the health state.
health- string | If Healthisnot OK, the recommended actions to take to resolve the health issue.
recommendation
unhealthy- Embedded; see unhealthy-component.
component
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disk-group-statistics
This basetype is used by show disk-group-statistics.
Table 26 disk-group-statistics properties

Name Type Description

serial-number string | Theseria number of the disk group.

name string | The name of the disk group.

time-since- uint32 | Theamount of time, in milliseconds, since these statistics were last reset, either by a

reset user or by acontroller restart.

time-since- uint32 | Theamount of time, in milliseconds, sincethis set of statistics was last sampled by the

sample Storage Controller.

number-of-reads |uinté4 | Number of read operations since these statistics were last reset or since the controller
was restarted.

number-of - uint64 | Number of write operations since these statistics were last reset or since the controller

writes was restarted.

data-read uinté4 | Amount of dataread since these statistics were last reset or since the controller was
restarted.

data-read- uinté64 | Unformatted data-read vaue.

numeric

data-written uintée4 | Amount of datawritten since these statistics were last reset or since the controller was
restarted.

data-written- uinté4 | Unformatted data-written vaue.

numeric

bytes-per- uinté64 | Datatransfer rate calculated over the interval since these statistics were last requested

second or reset. Thisvalue will be zero if it has not been requested or reset since a controller
restart.

bytes-per- uinté64 | Unformatted bytes-per-second vaue

second-numeric

iops uint32 | Input/output operations per second, calculated over the interval since these statistics

were last requested or reset. Thisvaluewill be zero if it has not been requested or reset
since a controller restart.

avg-rsp-time uint32 | Averageresponsetimein microseconds for read and write operations, calculated over
theinterval since these statistics were last requested or reset.

avg-read-rsp- uint32 | Average response timein microsecondsfor all read operations, calculated over the

time interval since these statistics were last requested or reset.

avg-write-rsp- uint32 | Average response timein microseconds for all write operations, calculated over the

time interval since these statistics were last requested or reset.

disk-group- Embedded; see disk-group-statistics-paged.

statistics-

paged
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disk-group-statistics-paged

This basetype is used by show disk-group-statistics for avirtual disk group.

Table 27  disk-group-statistics-paged properties

unmap-per-
minute

Name Type Description

pages-alloc- uint32 | Therate, in pages per minute, at which pages are alocated to volumesin the disk

per-minute group because they need more space to store data.

pages-dealloc- uint32 | Therate, in pages per minute, at which pages are deallocated from volumesin the disk

per-minute group because they no longer need the space to store data.

pages-reclaimed |uint32 | Thenumber of 4-MB pagesthat have been automatically reclaimed and deallocated
because they are empty (they contain only zeroes for data).

num-pages- uint32 | Thenumber of 4-MB pagesthat host systems have unmapped per minute, through use

of the SCSI unmap command, to free storage space as aresult of deleting files or
formatting volumes on the host.
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disk-hist-statistics

This basetype is used by show disk-statisticswhenthehistorical parameter is specified.

Table 28 disk-hist-statistics properties

numeric

Name Type Description

number-of-ios uinté4 | Total number of read and write operations since the last sampling time.

number-of-reads |uinté4 | Number of read operations since the last sampling time.

number-of - uint64 | Number of write operations since the last sampling time.

writes

total-data- uinté4 | Total amount of dataread and written since the last sampling time.

transferred

total-data- uint64 | Unformatted total-data-transferred vaue

transferred-

numeric

data-read uinté64 | Amount of dataread since the last sampling time.

data-read- uinté4 | Unformatted data-read vaue.

numeric

data-written uint64 | Amount of datawritten since the last sampling time.

data-written- uinté4 | Unformatted data-written vaue.

numeric

total-iops uinté4 | Total number of read and write operations per second since the last sampling time.

read-iops uinté64 | Number of read operations per second since the last sampling time.

write-iops uinté64 | Number of write operations per second since the last sampling time.

total-bytes- uinté4 | Total datatransfer rate, in bytes per second, since the last sampling time.

per-sec

total-bytes- uint64 | Unformatted total-bytes-per-second vaue.

per-sec-numeric

read-bytes-per- |uinté64 | Datatransfer rate, in bytes per second, for read operations since the last sampling

sec time.

read-bytes-per- |uinté64 |Unformatted read-bytes-per-second vaue.

sec-numeric

write-bytes- uinté64 | Datatransfer rate, in bytes per second, for write operations last sampling time.

per-sec

write-bytes- uintée4 | Unformatted write-bytes-per-second vaue.

per-sec-numeric

queue-depth uinté4 | Average number of pending read and write operations being serviced since the last
sampling time. This value represents periods of activity only and excludes periods of
inactivity.

avg-rsp-time uinté64 | Average responsetime, in microseconds, for read and write operations since the last
sampling time.

avg-read-rsp- uinté64 | Average responsetime, in microseconds, for read operations since the last sampling

time time.

avg-write-rsp- uinté64 | Average responsetime, in microseconds, for write operations since the last sampling

time time.

avg-io-size uinté64 | Average datasize of read and write operations since the last sampling time.

avg-io-size- uinté64 | Unformatted avg-io-size vaue.
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Table 28  disk-hist-statistics properties (continued)

numeric

Name Type Description

avg-read-io- uinté64 | Average datasize of read operations since the last sampling time.

size

avg-read-io- uinté64 | Unformatted avg-read-io-size vaue

size-numeric

avg-write-io- uinté64 | Average datasize of write operations since the last sampling time.

size

avg-write-io- uinté64 | Unformatted avg-write-io-size vaue.

size-numeric

number-of-disk- |uinté4 | Total number of disk errors detected since the last sampling time. Error typesinclude:

errors number of SMART events; number of timeouts accessing the disk; number of times
the disk did not respond; number of attempts by the storage system to spin-up the
disk; media errors generated by the disk as specified by its manufacturer; non-media
errors (generated by the storage system, or by the disk and not categorized as media
errors); number of bad-block reassignments.

sample-time string | Dateandtime, intheformat year-month-day hour:minutes:seconds
when the data sample was taken.

sample-time- uint32 | Unformatted sample-time value.
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disk-statistics
This basetype is used by show disk-statisticswhen thehistorical parameter is omitted.

Table29 disk-statistics properties

Name Type Description

durable-id string | DiskID intheform disk enclosure-number.disk-number.

serial-number string | Disk seria number.

bytes-per- uinté4 | Datatransfer rate calculated over the interval since these statistics were last requested

second or reset. This value will be zero if it has not been requested or reset since a controller
restart.

bytes-per- uinté64 | Unformatted bytes-per-second vaue.

second-numeric

iops uint32 | Input/output operations per second, calculated over the interval since these statistics
were last requested or reset. Thisvaluewill be zero if it has not been requested or reset
since a controller restart.

number-of-reads |uinté4 | Number of read operations since these statistics were last reset or since the controller

was restarted.

number-of - uinté64 | Number of write operations since these statistics were last reset or since the controller

writes was restarted.

data-read uinté4 | Amount of dataread since these statistics were last reset or since the controller was
restarted.

data-read- uinté64 | Unformatted data-read value.

numeric

data-written uinté64 | Amount of datawritten since these statistics were last reset or since the controller was
restarted.

data-written- uinté4 | Unformatted data-written vaue.

numeric

queue-depth uint32 | Number of pending I/O operations currently being serviced.

reset-time string | Dateandtime,intheformat year-month-day hour:minutes:seconds, when
these statistics were last reset, either by auser or by a controller restart.

reset-time- uint32 | Unformatted reset-time vaue.

numeric

start-sample- string | Dateandtime,intheformat year-month-day hour:minutes:seconds, when

time sampling started for the iops and bytes-per-second values.

start-sample- uint32 | Unformatted start-sample-time value.

time-numeric

stop-sample- string | Dateandtime,intheformat year-month-day hour:minutes:seconds, when
time sampling stopped for the iops and bytes-per-second values.
stop-sample- uint32 | Unformatted stop-sample-time vaue.

time-numeric

smart-count-1 uint32 | For port 1, the number of SMART events recorded.

io-timeout- uint32 | For port 1, the number of timeouts accessing the disk.

count-1

no-response- uint32 | For port 1, the number of times the disk did not respond.

count-1

spinup-retry- uint32 | For port 1, the number of attempts by the storage system to spin up the disk.
count-1
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Table 29 disk-statistics properties (continued)

blocks-2

Name Type Description

number-of - uint32 | For port 1, the number of media errors generated by the disk, as specified by its
media-errors-1 manufacturer.

number-of - uint32 | For port 1, the number of other errors generated by the storage system, or generated
nonmedia- by the disk and not categorized as media errors.

errors-1

number-of - uint32 | For port 1, the number of times blocks were reassigned to alternate locations.
block-

reassigns-1

number-of -bad- uint32 | For port 1, the number of bad blocks encountered.

blocks-1

smart-count-2 uint32 | For port 2, the number of pending I/O operations currently being serviced.
io-timeout- uint32 | For port 2, the number of SMART events recorded.

count-2

no-response- uint32 | For port 2, the number of timeouts accessing the disk.

count-2

spinup-retry- uint32 | For port 2, the number of times the disk did not respond.

count-2

number-of - uint32 | For port 2, the number of attempts by the storage system to spin up the disk.
media-errors-2

number-of - uint32 | For port 2, the number of media errors generated by the disk, as specified by its
nonmedia- manufacturer.

errors-2

number-of - uint32 | For port 2, the number of other errors generated by the storage system, or generated
block- by the disk and not categorized as media errors.

reassigns-2

number-of -bad- uint32 | For port 2, the number of times blocks were reassigned to alternate locations.
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drawer-sensors

This basetype is used by show sensor-status.

Table 30 drawer-sensors properties

Name Type Description
durable-id string | Sensor ID. For example: sensor temp drawer-ID.sensor-number.
drawer-id uint32 |* 0: Left

e 1: Middle

e 2: Right

sensor-name string | Sensor name and location.
value string |+ Forasensor, itsvalue.

»  For overall unit status, one of the status values below.

status string |+ Ok: Thesensor is present and detects no error condition.

* Warning: The sensor detected a non-critical error condition. Temperature,
voltage, or current is between the warning and critical thresholds.

e Error: The sensor detected a critical error condition. Temperature, voltage, or
current exceeds the critical threshold.

* Unavailable: Thesensor ispresent with no known errors, but has not been
turned on or set into operation because it isinitializing. Thistypically occurs
during controller startup.

e Unrecoverable: The enclosure management processor (EMP) cannot
communicate with the sensor.

e Unknown: The sensor is present but statusis not available.

e Not Installed: Thesensor isnot present.

e Unsupported: Status detection is not implemented.

status-numeric uint32 | Numeric equivalentsfor status values.

* 0: Unsupported

e 1: Ok

e 2: Error

* 3: Warning

* 4: Unrecoverable

e 5: Not Installed

* 6: Unknown

e 7: Unavailable

sensor-location |uint32 | Sensorlocationinadrawer.

e 1:Unknown

e 2:Overdl drawer status

«  5: Power supply unit

e 7:Enclosure

e 8:0n board

sensor-type uint32 | Sensortypein adrawer:

e 2:Overall drawer status
e 3: Temperature

* 6 Capacitor charge

* 9:Voltage
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drawers
This basetype is used by show enclosures.

Table31 drawers properties

Name Type Description
durable-id string | Drawer ID intheform drawer number.
drawer-id uints e 0: Left
e 1: Middle
e 2: Right
drawer-wwn string | Drawer WWN.
name string | Drawer name.
rows uints Number of rows of disk slots.
columns uints Number of columns of disk slots.
slots uints Number of disk dotsin drawer.

number-of-disks |uints8 Number of disk slots (not installed disks) in drawer.

emp-a-busid string | SCSI channel ID of the Enclosure Management Processor (EMP) A in adrawer’s
Expander Controller.

emp-a-targetid string | SCSI target ID of the Enclosure Management Processor (EMP) Sin adrawer’s
Expander Controller.

emp-a-rev string | Firmware revision for the Enclosure Management Processor (EMP) A in adrawer’s
Expander Controller.

emp-b-busid string | SCSI channel ID of the Enclosure Management Processor (EMP) B in adrawer’s
Expander Controller.

emp-b-targetid string | SCSI target ID of the Enclosure Management Processor (EMP) B in adrawer’s
Expander Controller.

emp-b-rev string | Firmware revision for the Enclosure Management Processor (EMP) B in adrawer’s
Expander Controller.

emp-a string | Showsthefield nameEMP A in console format.

emp-a-ch-id-rev | string | Channel ID and firmware revision of the Enclosure Management Processor A ina
drawer’s Expander Controller

emp-b string | Showsthefield name EMP B in console format.

emp-b-ch-id-rev | string | Channel ID and firmware revision of the Enclosure Management Processor B in a
drawer’s Expander Controller

locator-led string | Showsthe state of the locator LED on a drawer:
e Off
¢ On
locator-led- uint32 | Numeric equivalentsfor the locator-1ed property:
numeric . 0. Off
e 1: On
status string | Drawer status:
. Up
e Error

* Warning
e Not Present
¢ Unknown

¢ Unavailable
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Table 31 drawers properties (continued)

Name Type Description
status-numeric uint32 | Numeric equivalentsfor status values.
e 1: Up
e 2: Error
* 3: Warning
¢ 5: Not Present
* 6: Unknown
e 7: Unavailable
health string |* OK
* Degraded
¢ Fault
e N/A
¢ Unknown
health-numeric uint32 | Numeric equivalentsfor health values.
¢ 0: OK
¢ 1: Degraded
e 2: Fault
* 3: Unknown
e 4: N/A
health-reason string | If Hedlthisnot OK, the reason for the health state.
health- string | If Headlthisnot OK, the recommended actions to take to resolve the health issue.
recommendation
unhealthy Embedded; see unhealthy-component.
component
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drive-parameters
This basetype is used by show disk-parameters.

Table32 drive-parameters properties

Name Type Description
smart string | Showswhether SMART (Self-Monitoring Analysis and Reporting Technology) is
enabled or disabled for disks.

e Detect-0Only: Eachdiskinthe system retainsitsindividual SMART setting, as
will new disks added to the system.

e Enabled: SMART isenabled for al disksin the system and will be enabled for

new disks added to the system.
e Disabled: SMART isdisabled for al disksin the system and will be disabled
for new disks added to the system.
smart-numeric uint32 | Numeric equivalentsfor smart values.

* 0: Detect-Only
e 1: Enabled
e 2: Disabled

drive-write- string |* Disabled: Diskwrite-back cacheisdisabled for al disksin the system and will
back-cache be enabled for new disks added to the system. This parameter cannot be changed.
drive-write- uint32 | Numeric equivalentsfor drive-write-back-cache vaues.

back-cache-

* 0: Detect-Only

numeric

e 1: Enabled

e 2: Disabled
drive-timeout- uints Maximum number of times atimed-out I/O operation can be retried before the
retry-max operation isfailed.
drive-attempt- uintsg Number of seconds before an 1/0O operation is aborted and possibly retried.
timeout
drive-overall- uints Total time in seconds before an 1/0 operation isfailed regardless of thedrive-
timeout attempt-timeout anddrive-timeout-retry-max Settings.

disk-dsd-enable |string | Showswhether available disksand global spareswill spin down after a period of
inactivity shown by the disk-dsd-delay property.

e Disabled: Drive spin down for available disks and global sparesis disabled.
e Enabled: Drive spin down for available disks and global sparesis enabled.

disk-dsd- uint32 | Numeric equivalentsfor disk-dsd-enable values.

enable-numeric e 0: Disabled

e 1: Enabled

disk-dsd- string | Not applicable.
enable-pool

disk-dsd-delay uint16 | Showsthe period of inactivity in minutes after which available disks and global spares
will spin down, from 1 to 360 minutes. The value 0 means spin down is disabled.
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drive-summary

This basetype is used by show disk-statisticswhenthehistorical parameter is specified.

Table 33 drive-summary properties

Name Type Description

durable-id string | DiskID intheform disk enclosure-number.disk-number.
serial-number string | Disk seria number.

disk-hist- Embedded; see disk-hist-statistics.

statistics
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drives

This basetype is used by show configuration and show disks.

Table 34 drives properties

Name Type Description
durable-id string | DiskID intheformdisk enclosure-ID.slot-number.
enclosure-id uint32 | EnclosurelD.
drawer-id uintsg e 0: Left
e 1: Midde
e 2: Right
slot uint32 | Disk slot number.
location string | Disk'senclosure ID and slot number.
port uint32 | Forinterna useonly.
scsi-id uint32 | SCSI ID assigned to thisdisk for the primary channel.
blocks uinté64 | Unformatted size valuein 512-byte blocks.
serial-number string | Disk serial number.
vendor string | Disk vendor.
model string | Disk model.
revision string | Disk firmware revision level.
secondary- uint32 | SCSI ID assigned to thisdisk for the secondary channel.
channel
container-index |uint32 | Containerindex.
member-index uint32 | Index for thisdisk inthe vdisk list.
description string | Disk description.
* SAsS: Enterprise SAS.
e SAS MDL: Midline SAS.
e 3sSAS: SASSSD.
description- uint32 | Numeric equivalentsfor description values.
numeric e 4. SAS
e 8: SSAS
e 11: SAS MDL
architecture string | Disk architecture.
e HDD
e SSD
architecture- uint32 | Numeric equivalentsfor architecture values.
numeric e 0. SSD
e 1: HDD
interface string | Diskinterface.
¢ SAS
interface- uint32 | Numeric equivalentsfor interface vaues.
numeric e 0: SAS
single-ported string |* Disabled: Thedisk hasadual-port connection to the midplane.

e Enabled: Thedisk has asingle-port connection to the midplane.

drives
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Table 34 drives properties (continued)

Name Type Description
single-ported- uint32 | Numeric equivalentsfor single-ported vaues.
pumeric e 0: Disabled

e 1: Enabled

type string | Typeof disk.

e SAS: Enterprise SAS.

e SAs MDL: Midline SAS.

* sSSAS: SASSSD.

type-numeric uint32 | Numeric equivalentsfor type values.

e 4: SAS

e 8: sSAS

e 11: SAS MDL

usage string | Showsthedisk's usage.

e AVAIL: Thediskisavailable.

e DEDICATED SP: Thedisk isaspare assigned to alinear disk group.

e FAILED: Thedisk isunusable and must be replaced. Reasons for this status
include: excessive media errors, SMART error, disk hardware failure, or
unsupported disk.

e GLOBAL SP: Thediskisaglobal spare.

e LEFTOVR: Thedisk isaleftover.

e LINEAR POOL: Thedisk isamember of avdisk.

e UNUSABLE: The disk cannot be used in adisk group because the system is
secured because the disk is locked to data access.

e VDISK: Thedisk isamember of avdisk.

e VDISK SP: Thedisk isaspare assigned to avdisk.

e VIRTUAL POOL: Thedisk isamember of adisk group in astorage pool.

usage-numeric uint32 | Numeric equivalentsfor usage values.

e 0: AVAIL

e 1: VDISKoOrLINEAR POOL

e 2: VDISK SPoOrDEDICATED SP

e 3: GLOBAL SP

e 5: LEFTOVR

e 7: FAILED8: UNUSABLE

e 9: VIRTUAL POOL

job-running string | Jobrunning onthedisk, if any.

(blank): None.

CPYBK: Thedisk group is being used in a copyback operation.
DRSC: Thedisk group is being scrubbed.

EXPD: Thedisk group is being expanded.

INIT: Thedisk group isbeing initialized.

RCON: The disk group is being reconstructed.

VDRAIN: Thevirtual disk group is being removed and its datais being drained to
another disk group.

VPREP: The virtual disk group is being prepared for use in avirtual pool.

VRECV: Thevirtual disk group is being recovered to restore its membership in the
virtua pool.

VREMV: The disk group and its data are being removed.
VRFY: The disk group is being verified.
VRSC: The disk group is being scrubbed.
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Table 34 drives properties (continued)

Name Type Description
job-running- uint32 | Numeric equivalentsfor job-running values.
numeric « 0 None
. 2 INIT
e 3: RCON
e 4: VRFY
e 5: EXPD
e 6: VRSC
. 7: DRSC
. 9: VREMV
e 11: CPYBK
e 12: VPREP
e 13: VDRAIN
e 14: VRECV
state string | Showsthedisk'susage value.
current-job- string |* 0%—99%: Percent complete of running job.
completion « (blank): No job is running (job has completed).
blink uint32 | Deprecated; locator LED status now shown by locator-1ed property.
locator-led uint32 | 0: Thedisk'slocator LED isnot illuminated.
e 1:Thedisk'slocator LED isilluminated.
speed uint32 | Not used.
smart string |* Disabled: SMART isdisabled for thisdisk.
* Enabled: SMART isenabled for this disk.
smart-numeric string | Numeric equivaentsfor smart vaues.
e 0: Disabled
¢ 1: Enabled
dual-port uint32 | 0: Single-ported disk.
e 1: Duad-ported disk.
error uint32 | Not used.
fc-pl-channel uint32 | Port1channel ID.
fc-pl-device-id |uint32 | Port1ldevicelD.
fc-pl-node-wwn string | Port 1 WWNN.
fc-pl-port-wwn string | Port 1 WWPN.
fc-pl-unit- uint32 | Port 1 unit number.
number
fc-p2-channel uint32 | Port 2 channel number.
fc-p2-device-id |uint32 | Port2devicelD.
fc-p2-node-wwn string | Port 2 WWNN.
fc-p2-port-wwn string | Port 2 WWPN.
fc-p2-unit- uint32 | Port 2 unit number.
number
drive-down-code |uint8 Numeric code indicating why the disk is down.
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Table 34 drives properties (continued)

Name Type Description

owner string | Current owner, which is either the preferred owner during normal operation or the
partner controller when the preferred owner is offline.

¢ A: Controller A.
« B: Controller B.

owner-numeric string | Numeric equivalentsfor owner values.
e 0: B
e 1: A
index uint32 | Forinterna useonly.
rpm uint32 | The speed of aspinning disk, in thousands of revolutions per minute, as specified by
the disk vendor. For an SSD, 0 is shown.
size string | Disk capacity, formatted to use the current base, precision, and units.
size-numeric string | Unformatted size valuein 512-byte blocks.
transfer-rate string | Disk datatransfer rate in Ghit/s. It is normal behavior for the rate to vary.
e 1.5
e 3.0
e 6.0

Some 6-Ghit/s disks might not consistently support a 6-Ghit/s transfer rate. If this
happens, the controller automatically adjusts transfers to those disks to 3 Ghit/s,
increasing reliability and reducing error messages with little impact on system
performance. This rate adjustment persists until the controller is restarted or power-

cycled.

transfer-rate- uint32 | Forinternal useonly.

numeric

attributes string | Showswhich controller asingle-ported disk is connected to.
e A:Controller A.
e B: Controller B.

attributes- uint32 | Forinternal useonly.

numeric

enclosure-wwn string | Enclosure WWN.

status string | Disk status.

e Up: Thedisk is present and is properly communicating with the expander.

* Spun Down: Thedisk ispresent and has been spun down by the drive spin down
feature.

e Warning: Thedisk ispresent but the system is having communication problems
with the disk LED processor. For disk and midplane types where this processor
also controls power to the disk, power-on failure will result in Error status.

e Error: Thedisk ispresent but is not detected by the expander.

e Unknown: Initial status when the disk isfirst detected or powered on.

* Not Present: Thedisk ot indicates that no disk is present.

* Unrecoverable: Thedisk is present but has unrecoverable errors.

e Unavailable: Thediskispresent but cannot communicate with the expander.

e Unsupported: Thedisk ispresent but is an unsupported type.

recon-state string | The state of the disk (source or destination) if it isinvolved in areconstruct operation.

e From: Thisdisk is being used as the source of areconstruct operation.
e To: Thisdisk isbeing used as the target of areconstruct operation.
e N/A: Thisdisk isnot being used in areconstruct operation.
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Table 34 drives properties (continued)

Name Type Description
recon-state- uint32 | Numeric equivalentsfor recon-state values.
numeric R 0: N/A
b 1l: From
. 2: To
copyback-state string | The state of the disk (source or destination) if it isinvolved in acopyback operation.
e From: Thisdisk is being used as the source of a copyback operation.
e To: Thisdisk isbeing used as the target of a copyback operation.
e N/A: Thisdisk isnot being used in a copyback operation.
copyback-state- |uint32 | Numeric equivaentsfor copyback-state values.
numeric R 0: N/A
b 1l: From
. 2: To
virtual-disk- string | If thedisk isin avdisk, the vdisk name. Otherwise, blank.
serial
disk-group string | If thedisk isinadisk group, the disk group name. Otherwise, blank.
storage-pool - string | If thedisk isinapool, the pool name. Otherwise, blank.
name
storage-tier string |* Archive: Thediskisinthelowest storage tier, which uses midline spinning
SAS disks (<10k RPM, high capacity).
e N/A: Not applicable.
* Performance: Thedisk isin the highest storage tier, which uses SSDs (high
speed, low capacity).
e Read Cache: Thedisk isan SSD providing high-speed read cache for astorage
pool.
e Standard: Thediskisinthe storagetier that uses enterprise-class spinning SAS
disks (10k/15k RPM, higher capacity).
storage-tier- uint32 | Numeric equivalentsfor storage-tier values.
numeric o 0: N/A
e 1: Performance
e 2: Standard
e 4: Archive
* 8: Read Cache
ssd-life-left string |* 100%-0%: For an SSD, thisfield shows the percentage of disk life remaining.
When the value decreases to 20%, event 502 is logged with Informational
severity. Event 502 is logged again with Warning severity when the value
decreases to 5%, 2%, and 0%.
e N/A: Thedisk isnot an SSD.
ssd-life-left- uint32 | Numeric equivalentsfor ssd-1ife-left vaues.
numeric R 0-100
e 255: N/A
led-status string | Disk LED status.

e Rebuild: Thedisk'svdisk isbeing reconstructed.

e Fault: Thedisk hasafault.

e ID: Thelocator LED isilluminated to identify the disk.

e Remove: Thedisk isready to be removed from the enclosure.
e Blank if thedisk is not part of avdisk or is spun down.
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Table 34 drives properties (continued)

Name Type Description
led-status- string | Numeric equivalentsfor 1ed-status values.
numeric

e 1: Online

e 2: Rebuild

* 4: Fault

e 8: Pred Fail
e 1l6: ID

* 32: Remove

disk-dsd-count uint32 | Number of timesthe DSD festure has spun down this disk.

spun-down uint32 | Showswhether the disk is spun down by the DSD feature.

e 0: Not spun down.
e 1: Spundown.

number-of-ios uinté4 | Total number of I/O operations (reads and writes).
total-data- uinté64 | Total bytestransferred.

transferred

total-data- uintée4 | Unformatted total-data-transferred vaue.
transferred-

numeric

avg-rsp-time uinté64 | Average I/O response time in microseconds.
fde-state string | The FDE state of the disk.

e Unknown: The FDE state is unknown.

* Not FDE Capable: Thedisk isnot FDE-capable.

* Not Secured: Thedisk isnot secured.

e Secured, Unlocked: Thesystem issecured and the disk is unlocked.

e Secured, Locked: Thesystemis secured and the disk islocked to data
access, preventing its use.

e FDE Protocol Failure:A temporary state that can occur while the system
is securing the disk.

fde-state- uint32 | Numeric equivalentsfor fde-state vaues.
numeric

Not FDE Capable
Not Secured

Secured, Unlocked

Secure, Locked

FDE Protocol Failure

U W N P O

Unknown

lock-key-id string | Currentlock ID.

import-lock- string | Importlock ID
key-id

fde-config-time |string | If thesystemissecured, thetime at which the current lock ID was set in the format
year-month-day hour:minutes:seconds (UTC).

fde-config- uint32 | Unformatted fde-config-time value.
time-numeric

temperature string | Temperature of the disk.
temperature- uint32 | Numeric equivalent for the temperature value.
numeric
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Table 34 drives properties (continued)

Name Type Description

temperature- string |+ OK: Thedisk sensor is present and detects no error condition.

status e Warning: Thedisk sensor detected a non-critical error condition. The
temperature is between the warning and critical thresholds.

e Critical: Thedisk sensor detected acritical error condition. The temperature

currently exceeds the critical threshold.

e Unknown: Thedisk sensor is present but status is not available.
temperature- uint32 | Numeric equivalentsfor temperature-status vaues.
status-numeric e 1: OK

* 2: Critical

* 3: Warning

* other: Unknown
pi-formatted string | Not supported.
pi-formatted- uint32 | Not supported.
numeric
power-on-hours unit32 | Thetotal number of hours that the disk has been powered on since it was

manufactured. Thisvalueis stored in disk metadata and is updated in 30-minute

increments.
health string | Disk health.

e OK

* Degraded

¢ Fault

¢ Unknown

e N/A
health-numeric uint32 | Numeric equivalentsfor health values.

¢ 0: OK

¢ 1: Degraded

e 2: Fault

* 3: Unknown

e 4: N/A
health-reason string | If Hedlthisnot OK, the reason for the health state.
health- string | If Headlthisnot OK, the recommended actions to take to resolve the health issue.
recommendation
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email-parameters
This basetype is used by show email-parameters.

Table 35 email-parameters properties

Name Type Description
email- string | Showswhether email (SMTP) notification of eventsis enabled.
notification e Disabled: Email notificationis disabled.
* Enabled: Email notification is enabled.
email- uint32 | Numeric equivalentsfor email-notification values.
notlf}catlon— « 0: Disabled
numeric
e 1: Enabled
email- string | The minimum severity for which the system should send notifications:
;?iflcat ton- e crit: Sendsnotifications for Critical events only.
1 er
e error: Sends notifications for Error and Critical events.
e warn: Sends notifications for Warning, Error, and Critical events.
e info: Sends notifications for all events.
¢ none: Disables email notification.
This parameter does not apply to managed-logs natifications.
email- uint32 | Numeric equivalentsfor email-notification-filter values.
notification- .
. , e 8: crit
filter-numeric
e 4: error
e 2: warn
e 1: info
e 0: none
email-notify- string | Up to three email addressesfor recipients of event notifications.
address-1
email-notify- string
address-2
email-notify- string
address-3
email-notify- string | Showsthe email addressfor the log-collection system used by the log-management
address-4 feature.
email-server string | ThelP address of the SMTP mail server to use for the email messages.
email-domain string | The domain name that, with the sender name, formsthe “from” address for remote
notification.
email-sender string | The sender name that, with the domain name, formsthe “from” address for remote
notification.
include-logs string | Showswhether system log files will automatically be attached for email notification
messages generated by the log-management feature. Thisisthe “push” mode of log
management.
include-logs- uint32 | Numeric equivalentsfor include-logs values.
pumeric e 0: Disabled
e 1: Enabled
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enclosure-fru
This basetype is used by show configuration and show frus.

Table 36 enclosure-fru properties

Name Type Description

name string | FRU name.

* CHASSIS_MIDPLANE: Chassis and midplane circuit board
e RAID_ IOM: Controller module

e BOD_IOM: Expansion module

* POWER_SUPPLY: Power supply module

* DRAWER: Enclosure disk drawer

description string | FRU long description.

part-number string | FRU part number.

serial-number string | FRU seria number.

revision string | FRU hardwarerevision level.

dash-level string | FRU template revision number.

fru-shortname string | FRU short description.

mfg-date string | Dateandtime, intheformat year-month-day hour:minutes:seconds

(UTC), when aPCBA was programmed or a power supply module was manufactured.

mfg-date- uint32 | Unformatted mfg-date vaue.

numeric

mfg-location string | City, state/province, and country where the FRU was manufactured.
mfg-vendor-id string | JEDEC ID (global manufacturing code) of the FRU manufacturer.
fru-location string | Location of the FRU in the enclosure.

e MID-PLANE SLOT: Chassis midplane.

e TUPPER IOM SLOT: Controller module or expansion module A.

e LOWER IOM SLOT: Controller module or expansion module B.

e LEFT PSU SLOT: Power supply module on the left, as viewed from the back.

e RIGHT PSU SLOT: Power supply module on theright, asviewed from the back.
e LEFT DRAWER SLOT: Drawer on the left, as viewed from the front.

e MIDDLE DRAWER SLOT: Drawer onthe middle, asviewed from the front.

e RIGHT DRAWER SLOT: Drawer ontheright, asviewed from the front.

configuration- string | Configuration serial number.
serialnumber
fru-status string | FRU status.

* Absent: Component is not present.

e Fault: At least one subcomponent has afault.

e Invalid Data: For apower supply module, the EEPROM isimproperly
programmed.

*  OK: All subcomponents are operating normally.

* Not Available: Statusisnot available.

original- string | For apower supply module, the origina manufacturer serial number. Otherwise, N/A.
serialnumber

original- string | For apower supply module, the original manufacturer part number. Otherwise, N/A.
partnumber
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Table 36  enclosure-fru properties (continued)

Name Type Description

original- string | For apower supply module, the original manufacturer hardware revision. Otherwise,
revision N/A.

enclosure-id uint32 | EnclosurelD.
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enclosure-list

This basetype is used by show configuration, and by show disks when the enc1 parameter is specified.

Table 37 enclosure-list properties

Name Type Description
status string | Disk slot status.

e Up: Thedisk is present and is properly communicating with the expander.

e Spun Down: Thedisk ispresent and has been spun down by the drive spin down
feature.

e Warning: Thedisk ispresent but the system is having communication problems
with the disk LED processor. For disk and midplane types where this processor
also controls power to the disk, power-on failure will result in Error status.

e Error: Thedisk ispresent but isnot detected by the expander.

e Unknown: Initial status when the disk isfirst detected or powered on.

e Not Present: Thedisk ot indicates that no disk is present.

* Unrecoverable: Thedisk is present but has unrecoverable errors.

e Unavailable: Thediskispresent but cannot communicate with the expander.

e Unsupported: Thedisk ispresent but is an unsupported type.

status-numeric uint32 | Numeric equivalentsfor status values.

* 0: Unsupported

e 1: Up

e 2: Error

* 3: Warning

* 4: Unrecoverable

¢ 5: Not Present

* 6: Unknown

e 7: Unavailable

¢ 20: Spun Down

enclosure-id uint32 | EnclosurelD.

slot uint32 | Disk slot number.

vendor string | Disk vendor.

model string | Disk model.

serial-number string | Disk serial number.

size string | Disk capacity, formatted to use the current base, precision, and units.
size-numeric uint32 | Unformatted size valuein 512-byte blocks.
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enclosures

This basetype is used by show configuration and show enclosures.

Table 38 enclosures properties

Name Type Description
durable-id string | Enclosure|D intheform enclosure number.
enclosure-id uints Enclosure ID.
enclosure-wwn string | Enclosure WWN.
name string | Enclosure name.
location string | Enclosurelocation, or blank if not set.
rack-number uint8g Number of the rack that contains the enclosure.
rack-position uints Position of the enclosure in the rack.
number-of - uintsg Number of fan unitsin the enclosure.
coolings-
elements
number-of-disks |uints8 Number of disk slots (not installed disks) in the enclosure.
number-of - uints Number of power suppliesin the enclosure.
power-supplies
status string | Disk ot status.

¢ Unsupported

. Up

e Error

* Warning

* Unrecoverable

¢ Not Present

¢ Unknown

e TUnavailable

¢ Spun Down
status-numeric uint32 | Numeric equivalentsfor status values.

* 0: Unsupported

e 1: Up

e 2: Error

* 3: Warning

* 4: Unrecoverable

¢ 5: Not Present

* 6: Unknown

e 7: Unavailable

e 20: Spun Down
midplane- string | Midplane seria number.
serial-number
vendor string | Enclosure vendor.
model string | Enclosure model.
fru-shortname string | FRU short description.
fru-location string | FRU location.

e MID-PLANE SLOT: Chassis midplane.

e (blank): Not applicable.
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Table 38  enclosures properties (continued)

Name Type Description
part-number string | FRU part number.
mfg-date string | Dateandtime, intheformat year-month-day hour:minutes:.seconds
(UTC), when aPCBA was programmed or a power supply module was manufactured.
mfg-date- string | Unformatted mfg-date vaue.
numeric
mfg-location string | City, state/province, and country where the FRU was manufactured.
description string | FRU long description.
revision string | Hardwarerevision level for the FRU.
dash-level string | FRU template revision number.
emp-a-rev string | Firmware revision of controller A's EMP.
emp-b-rev string | Firmware revision of controller B'sEMP.
rows uints Number of rows of disk dlots.
columns uints Number of columns of disk slots.
slots uints Number of disk slotsin this enclosure
locator-led string | Showsthe state of the locator LED on an enclosure.
e Off
e On
locator-led- uint32 | Numeric equivalentsfor locator-1led values.
numeric o Off
e On
drive- string |* vertical: Disksareoriented vertically.
orientation + horizontal: Disksare oriented horizontally.
drive- uint32 | Numeric equivalentsfor drive-orientation vaues.
orlentl',atlon— * 0: vertical
numeric
* 1: horizontal
enclosure- string |* vertical: Disksarenumbered vertically (by column from top to bottom,
arrangement proceeding rightward).
* horizontal: Disksare numbered horizontally (by row from left to right.
proceeding downward).
enclosure- uint32 | Numeric equivalentsfor enclosure-arrangement values.
arrangement— d 0: vertical
numeric
e 1: horizontal
emp-a-busid string | SCSI channel ID of controller A's EMP.
emp-a-targetid string | SCSI target ID of controller A's EMP.
emp-b-busid string | SCSI channel ID of controller B's EMP.
emp-b-targetid string | SCSI target ID of controller B'sEMP.
emp-a string | Showsthefield name EMP A in console format.
emp-a-ch-id-rev |string | SCSl addressand firmware revision of controller A'sEMP.
emp-b string | Showsthefield name EMP B in console format.
emp-b-ch-id-rev |string | SCSI addressand firmware revision of controller B's EMP.
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Table 38 enclosures properties (continued)

Name Type Description
midplane-type string | Enclosure midplane type.
* 2U48-6G: Midplanefor 2U, 48-disk enclosure with 6-Gbit/s maximum data rate
to disks
e 2U24-6Gv2: Midplane for 2U, reduced-depth, 24-disk enclosure with
6-Ghit/s maximum data rate to disks
* 2U24-6G: Midplanefor 2U, 24-disk enclosure with 6-Gbit/s maximum data rate
to disks
e 2U12-6Gv2: Midplane for 2U, reduced-depth, 12-disk enclosure with
6-Ghit/s maximum data rate to disks
e 2U12-6G: Midplanefor 2U, 12-disk enclosure with 6-Ghit/s maximum data rate
to disks
e N/A: Other type of midplane
midplane-type- uint32 | Numeric equivalentsfor midplane-type vaues.
pumeric e 0: 2U12-3G
e 1: 2U24-3G
e 2: 2Ul2-6G
e 3: 2U24-6G
e 5, 9, 13: 2U24-6Gv2
e 6, 10: 2U12-6Gv2
e 8: 2U48-6G
enclosure-power |string | Enclosurepower inwatts.
pcie2-capable string |+ False: Enclosureisnot capable of using PCl Expressversion 2.
e True: Enclosureis capable of using PCl Express version 2.
pcie2-capable- uint32 | Numeric equivalentsfor pcie2-capable vaues.
numeric o 0: False
e 1: True
health string |* OK
* Degraded
¢ Fault
¢ Unknown
e N/A
health-numeric uint32 | Numeric equivalentsfor health values.
¢ 0: OK
¢ 1: Degraded
¢ 2: Fault
* 3: Unknown
e 4: N/A
health-reason string | If Healthisnot OK, the reason for the health state.
health- string | If Headlthisnot OK, the recommended actions to take to resolve the health issue.
recommendation
unhealthy- Embedded; see unhealthy-component.
component
drawer Embedded; see drawers.
controllers Embedded; see controllers, io-modules.
power-supplies Embedded; see power-supplies.
fan-details Embedded; seefan.
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events

This basetype is used by show events.

Table 39 events properties

Name Type Description
time-stamp string | Dateandtime, intheformat year-month-day hour:minutes:.seconds
(UTC), when this event was detected.
time-stamp- uint32 | Unformatted t ime-stamp value.
numeric
event -code string | Event code. For event-code descriptions, see the Event Descriptions Reference Guide.
event-id string | EventID.
model string | Controller model.
serial-number string | Controller serial number.
controller string |e* A:Controller A.
« B: Controller B.
controller- uint32 | Numeric equivalentsfor controller values.
numeric R 0: B
. 1: A
severity string | Event severity.
e CRITICAL: A failure occurred that may cause acontroller to shut down. Correct
the problem immediately.
e ERROR: A failure occurred that may affect data integrity or system stability.
Correct the problem as soon as possible.
e WARNING: A problem occurred that may affect system stability but not data
integrity. Evaluate the problem and correct it if necessary.
¢ INFORMATIONAL: A configuration or state change occurred, or a problem
occurred that the system corrected. No action is required.
severity- uint32 | Numeric equivalentsfor severity values.
pumeric « 0: INFORMATIONAL
e 1: WARNING
* 2: ERROR
e 3: CRITICAL
message string | Brief description of the event that occurred. For some events, the message includes
data about affected components.
additional- string | Shows additional information, if available, about the event.
information
recommended - string | Recommends actionsto take, if any, to resolve the issue reported by the event.
action
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eventsLogs

This basetype is used by show events when the 1ogs parameter is specified.

Table40 eventsLogs properties

Name Type Description
event-id string | Event ID prefaced by 2 or B to identify the controller that logged the event.
time-stamp string | Dateandtime, intheformat year-month-day hour:minutes:.seconds
(UTC), when this event was detected.
time-stamp- string | Unformatted time-stamp value.
numeric
event -code string | Event codeidentifying the type of event to help diagnose problems.
severity string | Event severity.
e CRITICAL: A failure occurred that may cause acontroller to shut down. Correct
the problem immediately.
e ERROR: A failure occurred that may affect data integrity or system stability.
Correct the problem as soon as possible.
e WARNING: A problem occurred that may affect system stability but not data
integrity. Evaluate the problem and correct it if necessary.
¢ INFORMATIONAL: A configuration or state change occurred, or a problem
occurred that the system corrected. No action is required.
severity- string | Numeric equivalentsfor severity values.
pumeric « 0: INFORMATIONAL
* 1: WARNING
* 2: ERROR
e 3: CRITICAL
message string | Message giving details about the event.
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expander-ports
This basetype is used by show sas-link-health.

Table41l expander-ports properties

Name Type Description
durable-id string | Expander port ID.
enclosure-id uint32 | EnclosurelD.
controller string | A:Controller A.
e B: Controller B.
controller- uint32 | Numeric equivalentsfor controller values.
numeric R 0: B
. 1: A
name string |* Out Port: Egress(expansion) port on controller module or an expansion
module. Can be connected to an ingress port in an expansion module.
e In Port:Ingressport on an expansion module. Can be connected to an egress
(expansion) port in a controller module or an expansion module.
name-numeric uint32 (¢ 2: In Port
e 3: Out Port
status string | Expander port status.
. Up
* Warning
e Error
¢ Not Present
¢ Unknown
* Disconnected
status-numeric uint32 | Numeric equivalentsfor status values.
e 0: Up
e 1: Warning
e 2: Error
¢ 3: Not Present
e 4: Unknown
e 6: Disconnected
health string |* OK
* Degraded
¢ Fault
e N/A
¢  Unknown
health-numeric uint32 | Numeric equivalentsfor health values.
e 0: OK
¢ 1: Degraded
e 2: Fault
¢ 3: Unknown
e 4: N/A
health-reason string | If Healthisnot OK, the reason for the health stete.
health- string | If Healthisnot OK, the recommended actions to take to resolve the health issue.
recommendation
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fan

440 XML API basetype properties

This basetype is used by show fans and show power-supplies.

Table42 fan properties

Name Type Description
durable-id string | FanunitID intheform fan enclosure-ID.fan-number.
name string | Fanunitnameintheform Fan loc:position-PSU power-supply-ID.The
position is as viewed from the back of the enclosure.
location string | Fanlocationintheform Enclosure enclosure-ID - position.The
position is as viewed from the back of the enclosure.
status string | Fan unit status.
] Up
e Error
e Off
¢ Unknown
status-numeric uint32 | Numeric equivalentsfor status values.
e 0: Up
e 1: Error
e 2: Off
* 3: Unknown
speed uint32 | Fan speed (revolutions per minute).
position string | Fan position, as viewed from the back of the enclosure.
¢ Left
* Right
position- uint32 | Numeric equivalentsfor position values.
numeric . 0. Left
e 1: Right
serial-number string | (blank): Not applicable.
fw-revision string |+ (blank): Not applicable.
hw-revision string |+ (blank): Not applicable.
health string |* OK
* Degraded
e Fault
e N/A
e Unknown
health-numeric uint32 | Numeric equivalentsfor health values.
e 0: OK
e 1: Degraded
e 2: Fault
e 3: N/A
* 4: Unknown
health-reason string | If Hedlthisnot OK, the reason for the health state.
health- string | If Hedthisnot OK, the recommended actions to take to resolve the health issue.
recommendation




fc-port
This basetype is used by show ports and show host-parameters (Deprecated) for a Fibre Channel port.

Table43 fc-port properties

Name Type Description
configured- string | Configured topology.
topology

* Loop: Fibre Channel arbitrated loop (public or private).

e PTP: Fibre Channel point-to-point.

e Auto: Loop preferred, otherwise point-to-point, based on the detected connection
type.

primary-loop-id | string | Iftheportisusingloop topology and the port statusisUp, thisfield showsthe primary

loop ID. If the port is not using loop topology or the port status is not Up, thisfield
showsN/A.

sfp-status string | SFP status:

e OK

* Not present: No SFPisinserted in this port.

* Not compatible: The SFPin thisportisnot quaified for usein this system.
When this condition is detected, event 464 is logged.

e Incorrect protocol: The SFP protocol does not match the port protocol.
When this condition is detected, event 464 is logged.

sfp-present string | Showswhether the port contains an SFP.

e Not Present

e DPresent

sfp-present- uint32 | Numeric equivalentsfor sfp-present values.

numeric e O0: Not Present

. 1: Present

sfp-vendor string | The SFP vendor.

sfp-part-number |string | The SFP part number.

sfp-revision string | The SFPrevision.
sfp-supported- string | Thelink speeds that the SFP supports.
speeds

fc-port 441



fde-state
This basetype is used by show fde-state.
Table44 fde-state properties

Name Type Description
fde-security- string | Showswhether the systemis secured or unsecured:
status

* Unsecured: The system has not been secured with a passphrase.

* Secured: The system has been secured with a passphrase.

* Secured, Lock Ready: The system has been secured and lock keys are
clear. The system will become locked after the next power cycle.

* Secured, Locked: Thesystemis secured and the disks are locked to data
access, preventing their use.

fde-security- uint32 | Numeric equivalentsfor fde-security-status values.
status-numeric e 1: Unsecured

* 2: Secured

* 3: Secured, Lock Ready

e 4: Secured, Locked
lock-key-id string | Current lock ID.

import-lock-key- | string | Importlock ID.
id

fde-config-time |string | If thesystem issecured, thetime at which the current lock ID was set in the format
year-month-day hour:minutes:seconds (UTC).

fde-config-time- |uint32 | Unformatted £de-config-time value.
numeric
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host

This basetype is used by show host-groups.

Table45 host properties

Name Type Description

durable-id string | Host ID.

name string | The name of the host.

serial-number string | The serial number of the host.

member-count uint32 | The number of initiatorsin the host.

host-group string | If the host isamember of ahost group, the serial number of the host group.
Otherwise, UNGROUPEDHOSTS.

group-key string | If the host isamember of ahost group, the durable ID of the host group. Otherwise,
HGU.

initiator Embedded; seeinitiator.
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host-group

This basetype is used by show host-groups.

Table46 host-group properties

Name Type Description

durable-id string | Host group ID.

name string | The name of the host group.
serial-number string | Theseria number of the host group.
member-count uint32 | The number of hostsin the host group.

host

Embedded; see host.
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host-group-view
This basetype is used by show maps when the initiator parameter is specified.

Table47 host-group-view properties

Name Type Description

durable-id string | Host group ID.

serial-number string | Theseria number of the host group.

group-name string | Thename of the host group inthe format host-group. *. *, where the first *
represents all hosts in the group and the second * represents al initiators in those
hosts.

host-view- Embedded; see host-view-mappings.

mappings
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host-port-statistics
This basetype is used by show host-port-statistics.
Table48 host-port-statistics properties

Name Type Description

durable-id string | Hostport ID intheformhostport controller-ID-and-port-number.

bytes-per- uinté64 | Datatransfer rate calculated over the interval since these statistics were last requested

second or reset. Thisvaue will be zero if it has not been requested or reset since a controller
restart.

bytes-per- uint64 | Unformatted bytes-per-second vaue.

second-numeric

iops uint32 | Input/output operations per second, calculated over the interval since these statistics
were last requested or reset. Thisvaluewill be zero if it has not been requested or reset
since a controller restart.

number-of-reads |uint32 | Number of read operations since these statistics were last reset or since the controller
was restarted.

number-of - uint32 | Number of write operations since these statistics were last reset or since the controller

writes was restarted.

data-read uinté64 | Amount of dataread since these statistics were last reset or since the controller was
restarted.

data-read- uinté64 | Unformatted data-read value.

numeric

data-written uinté64 | Amount of datawritten since these statistics were last reset or since the controller was
restarted.

data-written- uinté4 | Unformatted data-written vaue.

numeric

queue-depth uint32 | The number of pending I/O operations currently being serviced.

avg-rsp-time uint32 | Averageresponse timein microseconds for read and write operations, calculated over
the interval since these statistics were last requested or reset.

avg-read-rsp- uint32 | Average responsetime, in microseconds, for all read operations, calculated over the

time interval since these statistics were last requested or reset.

avg-write-rsp- uint32 | Average responsetime, in microseconds, for all write operations, calculated over the

time interval since these statistics were last requested or reset.

reset-time string | Dateandtime,intheformat year-month-day hour:minutes:seconds, when
these statistics were last reset, either by auser or by a controller restart.

reset-time- uint32 | Unformatted reset -time value.

numeric

start-sample- string | Dateandtime,intheformat year-month-day hour:minutes:seconds, when

time sampling started for the iops and bytes-per-second values.

start-sample- uint32 | Unformatted start-sample-time value.

time-numeric

stop-sample- string | Dateandtime, intheformat year-month-day hour:minutes:seconds, when

time sampling stopped for the iops and bytes-per-second values.

stop-sample- uint32 | Unformatted stop-sample-time vaue.

time-numeric
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hosts

This basetype is used by show hosts (Deprecated).

Table49 hosts properties

b

Name Type Description
host-id string | FC or SAShost port WWN, or iSCSI host initiator node name (typically the IQN).
host-name string | User-defined name of the host port, or blank.
host-discovered |string |*¢ Yes: Thehost wasdiscovered and its entry was automatically created.
e No: The host entry was manually created.
host-mapped string |* Yes:Atleast onevolumeisexplicitly mapped to the host.
e No: Novolumes are explicitly mapped to the host.
host-profile string |* Standard: Default profile.
host-bus-type string | If thehost was discovered and its entry was automatically created, its host
interface type: FC; 1SCSTI; SAS.
e If the host entry was manually created: Undefined.
host-port-bits- |uint32 | Forinternal useonly.
a
host-port-bits- |uint32 | Forinterna useonly.
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host-view
This basetype is used by show host-maps (Deprecated).
Table50 host-view properties

Name Type Description

id string | FC or SAShost port WWN, or iSCSI host initiator node name (typically the IQN).
hba-nickname string | User-defined name of the host port, or blank.

host-profile string |* Standard: Default profile.

host-view- Embedded; see host-view-mappings.

mapping
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host-view-mappings

This basetype is used by show maps when the initiator parameter is specified, and show host-maps
(Deprecated).

Table51 host-view-mappings properties

Name Type Description

volume-name string | Volume name.

volume-serial string | Volume serial number.

lun string | LUN assigned to the mapping.

access string |* no-access: Hostisdenied accessto the volume.

* not-mapped: Thevolumeis not mapped.
e read-only: Host hasread access to the volume.
* read-write: Host hasread and write access to the volume.

access-numeric uint32 | Numeric equivalents of access values.

* 0: not-mapped
. : no-access
L]

1
¢ 2: read-only
3

read-write

ports string | Controller host ports assigned to the mapping.
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initiator
This basetype is used by show initiators.

Table52 initiator properties

Name Type Description

durable-id string | Initiator ID.

nickname string | Thenickname of theinitiator, or blank.

discovered string |* Yes: Theinitiator was discovered and its entry was automatically created.

e No: Theinitiator was manually created.

mapped string |+ Yes: Atleast onevolumeisexplicitly mapped to the initiator.
* No: Novolumes are explicitly mapped to the initiator.

profile string |* Standard: Default profile.

host-bus-type string | If thehost was discovered and its entry was automatically created, its host
interface type: FC; 1SCSTI; SAS.

e If the host entry was manually created: Undefined.

host-bus-type- uint32 | Numeric equivalents of host -bus-type values.
numeric o 6: FC
e 8: SAS

e 9: iscsI

id string |+ ForanFCinitiator, its WWPN.
e For aSASinitiator, its WWPN.
* For aniSCSl initiator, its node name (typically the IQN).

host-id string | If theinitiator isamember of a host, the serial number of the host. Otherwise,
NOHOST.
host-key string | If theinitiator isamember of a host, the durable ID of the host. Otherwise, HU.

host-port-bits- |uint32 | Forinternal useonly.
a

host-port-bits- |uint32 | Forinternal useonly.
b
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initiator-view
This basetype is used by show maps when the initiator parameter is specified.

Table 53 initiator-view properties

Name Type Description

id string |+ ForanFCinitiator, its WWPN.
¢ For aSASinitiator, its WWPN.
e For aniSCSl initiator, its node name (typically the IQN).

hba-nickname string | Thenickname of theinitiator.
host-profile string |* Standard: Default profile.
host-view- Embedded; see host-view-mappings.
mappings
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inquiry

This basetype is used by show inquiry.

Table54 inquiry properties

Name Type Description

mc-fw string | Management Controller firmware version.
mc-loader string | Management Controller loader firmware version.
sc-fw string | Storage Controller firmware version.
sc-loader string | Storage Controller loader firmware version.
serial-number string | Controller serial number.

mac-address string | Controller network port MAC address.
ip-address string | Controller network port IP address.
nvram-defaults string | Forinternal use only.
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lo-modules

This basetype is used by show enclosures.

numeric

Table55 io-modules properties
Name Type Description
durable-id string | 1/OmodulelD.
controller-id string |+ A: Controller A.
e B:Controller B.
controller-id- uint32 | Numeric equivalentsfor controller-id values.
numeric R 0: B
. 1: A
name string | FRU name.
description string | FRU long description.
part-number string | FRU part number.
serial-number string | FRU serial number.
revision string | FRU hardware revision level.
dash-level string | FRU template revision number.
fru-shortname string | FRU short description.
mfg-date string | Dateandtime, intheformat year-month-day hour:minutes:.seconds
(UTC), when the controller's PCBA was programmed or a power supply module was
manufactured.
mfg-date- uint32 | Unformatted mfg-date value.
numeric
mfg-location string | City, state/province, and country where the FRU was manufactured.
mfg-vendor-id string | JEDEC ID of the FRU manufacturer.
position string | Fan unit position, as viewed from the back of the enclosure.
e Top
e Bottom
¢ Left
* Right
position- uint32 | Numeric equivalentsfor position values.
numeric o 0: TOp
d 1 Bottom
e 2: Left
e 3: Right
configuration- string | Configuration serial number.
serialnumber
phy-isolation string | Showswhether the automatic disabling of SAS expander PHY s having high error
countsis enabled or disabled for this controller.
e Enabled: PHY fault isolation is enabled.
e Disabled: PHY faultisolation isdisabled.
phy-isolation- uint32 | Numeric equivalentsfor phy-isolation vaues.

Enabled
Disabled

. 0:
. 1:
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Table 55 i0-modules properties (continued)

Name Type Description
status string |* Operational
e Down
* Not installed
¢  Unknown
status-numeric uint32 | Numeric equivalentsfor status values.
* 0: Operational
e 1: Down
e 2: Not installed
* 3: Unknown
health string |* OK
* Degraded
¢ Fault
e N/A
¢ Unknown
health-numeric uint32 | Numeric equivalentsfor health values.
* 0: OK
¢ 1: Degraded
e 2: Fault
e 3: Unknown
e 4: N/A
health-reason string | If Healthisnot OK, the reason for the health state.
health- string | If Healthisnot OK, the recommended action to take to resolve the health issue.
recommendation
unhealthy- Embedded; see unhealthy-component.
component

enclosure-id

Embedded; see expander-ports.
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|SCcSIi-parameters
This basetype is shown by show iscsi-parameters.

Table56 iscsi-parameters properties

Name Type Description

chap string | Showswhether Challenge-Handshake Authentication Protocol (CHAP) is enabled.

* Enabled: CHAPisenabled.
* Disabled: CHAPisdisabled.

chap-numeric uint32 | Numeric equivalentsfor chap values.

* 0: Disabled
e 1: Enabled

jumbo-frames string | Showswhether support for jumbo framesis enabled.

e Enabled: Jumbo-frame support is enabled.
e Disabled: Jumbo-frame support is disabled.

jumbo-frames- uint32 | Numeric equivalentsfor jumbo- frames values.

numeric e 0: Disabled

e 1: Enabled

isns string | Showswhether support for Internet Storage Name Service (iISNS) is enabled.

* Enabled: iSNSisenabled.
e Disabled: iSNSisdisabled.

isns-numeric uint32 | Numeric equivalentsfor isns values.

* 0: Disabled
e 1: Enabled

isns-ip string | Addressof theiSNS server.
isns-alt-ip string | Addressof the aternate iSNS server.
iscsi-speed string | iSCSI host port link speed.

e auto: The proper speed is auto-negotiated.

e 1Gbps: The speedisforced to 1 Ghit/s, overriding a downshift that can occur
during auto-negotiation with 1-Ghit/s HBAs. This setting does not apply to 10-

Ghit/sHBAs.
iscsi-speed- uint32 | Numeric equivalentsfor iscsi-speed values.
numeric . 0: auto
e 1: 1Gbps
iscsi-ip- uints iSCSI IP version.
version

e 4:iSCSl host port addresses use |Pv4 format.
e 6:iSCSI host port addresses use IPv6 format.
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iscsi-port
This basetype is used by show ports and show host-parameters (Deprecated) for an iSCSI host port.

Table57 iscsi-port properties

Name Type Description

ip-version string |iSCSI IPversion.

e IPv4:iSCSl host port addresses use |Pv4 format.
e IPv6:iSCSI host port addresses use |Pv6 format.

ip-address string | Assigned port IP address.
gateway string | For IPv4, gateway |P address for assigned | P address.
netmask string | For IPv4, subnet mask for assigned IP address.

default-router string | For IPv6, default router for the assigned I P address.

link-local- string | For IPv6, thelink-local addressthat isautomatically generated from the MAC address
address and assigned to the port.
mac-address string | Unique Media Access Control (MAC) hardware address, aso called the physical
address.
sfp-status string | SFP status:
e OK

* Not present: No SFPisinserted in this port.

* Not compatible: The SFPin thisportisnot quaified for usein this system.
When this condition is detected, event 464 is logged.

e Incorrect protocol: The SFP protocol does not match the port protocol.
When this condition is detected, event 464 is logged.

sfp-present string | Showswhether the port contains an SFP.

¢ Not Present

¢ DPresent

sfp-present- uint32 | Numeric equivalentsfor sfp-present values.

numeric e 0: Not Present

. 1: Present

sfp-vendor string | The SFP vendor.

sfp-part-number |string | The SFP part number.

sfp-revision string | The SFPrevision.

sfp-10G- string | The SFP's 10G compliance code, if supported, or No Support.

compliance

sfp-ethernet- string | The SFP's Ethernet compliance code, if supported, or No Support.

compliance

sfp-cable- string | Showswhether the SFP supports active or passive cable technol ogy.

technology

sfp-cable- uints Thelink length (in meters) that is supported by the SFP while operating in compliance
length with applicable standards for the cable type.
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license
This basetype is used by show license.

Table58 license properties

Name Type Description

license-key string |* key:Licenseisinstaled and valid.
e not installed: Licenseisinvalid orisnot installed.

platform-max- uint32 | Maximum number of snapshots that the highest-level license alows.
snapshots

base-max- uint32 | Maximum number of snapshots allowed without an installed license.
snapshots

max-snapshots uint32 | Maximum number of snapshots allowed by the installed license.
in-use- uint32 | Number of existing licensed snapshots.

snapshots

max-snapshots- string | License status of the Snapshot feature.

expiry

e Never: Licenseis purchased and doesn't expire.

e days: Number of days remaining for atemporary license.

* Expired: Temporary license has expired and cannot be renewed.

e Expired/Renewable: Temporary license has expired and can be renewed.
e N/A:Nolicenseinstalled.

max-snapshots- string | Numeric equivalentsfor max-snapshots-expiry vaues.
expiry-numeric ¢ 0: Never
e 254: Expired/Renewable
e 255: Expired

e days: Number of days remaining

virtualization string | Showswhether the Virtualization feature is enabled.

* Disabled: Virtualizationis disabled.
e Enabled: Virtualization is enabled.

virtualization- |string | Numericequivalentsfor virtualization values.

numeric e 0: Disabled

e 1: Enabled

virtualization- |string | Showswhen the Virtuaization licensewill expire.
expiry « Never: Licenseis purchased and doesn't expire.

e days: Number of days remaining for atemporary license.

e Expired: Temporary license has expired and cannot be renewed.

e Expired/Renewable: Temporary license has expired and can be renewed.

e N/A:Nolicenseinstalled.

virtualization- |string | Numericequivalentsfor virtualization-expiry values.
expiry-numeric « 0: Never
e 254: Expired/Renewable
* 255: Expired

* days: Number of days remaining

performance- string | Showswhether the Performance Tier featureis enabled.
tier e Disabled: Performance Tier isdisabled.

* Enabled: Performance Tier is enabled.
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Table 58

license properties (continued)

Name Type Description
performance- string | Numeric equivalentsfor performance-tier values.
tier-numeric e 0: Disabled
e 1: Enabled
performance- string | Showswhen the Performance Tier license will expire.
tier-expiry e Never: Licenseis purchased and doesn't expire.
e days: Number of days remaining for atemporary license.
* Expired: Temporary license has expired and cannot be renewed.
e Expired/Renewable: Temporary license has expired and can be renewed.
* N/A:Nolicenseinstalled.
performance- string | Numeric equivalentsfor performance-tier-expiry values.
tler—gxplry— ¢ 0: Never
numeric
e 254: Expired/Renewable
e 255: Expired
e days: Number of days remaining
volume-copy string | Showswhether the Volume Copy feature is enabled.
e Disabled: Volume Copy is disabled.
e Enabled: Volume Copy isenabled.
volume-copy- uint32 | Numeric equivalentsfor volume-copy values.
pumerice e O0: Disabled
e 1: Enabled
volume-copy- string | Showswhen the Volume Copy license will expire.
expiry « Never: Licenseis purchased and doesn't expire.
e days: Number of days remaining for atemporary license.
e Expired: Temporary license has expired and cannot be renewed.
* Expired/Renewable: Temporary license has expired and can be renewed.
¢ N/A:Nolicenseinstalled.
volume-copy- uint32 | Numeric equivalentsfor volume-copy-expiry vaues.
explry-numeric o 0: Never
e 254: Expired/Renewable
* 255: Expired
* days: Number of days remaining
remote- string | Showswhether the AssuredRemote feature is enabled.
Snap?’hOtT e Disabled: AssuredRemoteis disabled.
replication .
e Enabled: AssuredRemoteis enabled.
remote- uint32 | Numeric equivalentsfor remote-snapshot-replication values.
snap?,hott e 0: Disabled
replication-
numeric e 1: Enabled
remote- string | Showswhen the AssuredRemote feature will expire.
Snap?hOtf e Never: Licenseis purchased and doesn't expire.
replication- ] o i
expiry e days: Number of days remaining for atemporary license.

e Expired: Temporary license has expired and cannot be renewed.
e Expired/Renewable: Temporary license has expired and can be renewed.
e N/A:Nolicenseinstalled.
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Table 58 license properties (continued)

Name Type Description
remote- uint32 | Numeric equivalentsfor remote-snapshot-replication values.
snap%hott . 0: Never
replication- )
expiry-numeric e 254: Expired/Renewable
e 255: Expired
e days: Number of days remaining
vds string | Showswhether the VDS (Virtual Disk Service) Hardware Provider is enabled.
e Disabled: VDSisdisabled.
e Enabled: VDSisenabled.
vds-numeric uint32 | Numeric equivalentsfor vds values.
e 0: Disabled
¢ 1: Enabled
vds-expiry string | Showswhenthe VDS (Virtual Disk Service) Hardware Provider will expire.
e Never: Licenseis purchased and doesn't expire.
e days: Number of days remaining for atemporary license.
e Expired: Temporary license has expired and cannot be renewed.
e Expired/Renewable: Temporary license has expired and can be renewed.
¢ N/A:Nolicenseinstalled.
vds-expiry- uint32 | Numeric equivalentsfor vds-expiry values.
numeric R 0: Never
e 254: Expired/Renewable
e 255: Expired
e days: Number of days remaining
vss string | Showswhether the VSS (Volume Shadow Copy Service) Hardware Provider is
enabled.
* Disabled: VSSisdisabled.
e Enabled: VSSisenabled.
vss-numeric uint32 | Numeric equivalentsfor vss values.
e 0: Disabled
¢ 1: Enabled
vss-expiry string | Showswhen the VSS (Volume Shadow Copy Service) Hardware Provider will expire.
e Never: Licenseis purchased and doesn't expire.
e days: Number of days remaining for atemporary license.
* Expired: Temporary license has expired and cannot be renewed.
e Expired/Renewable: Temporary license has expired and can be renewed.
¢ N/A:Nolicenseinstalled.
vss-expiry- uint32 | Numeric equivalentsfor vss-expiry values.
aumeric d 0: Never
e 254: Expired/Renewable
* 255: Expired
* days: Number of daysremaining
dsd string | Showswhether the Drive Spin Down (DSD) feature is enabled.

* Disabled: DSD isdisabled.
e Enabled: DSD isenabled.
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Table 58 license properties (continued)

numeric

Name Type Description
dsd-numeric uint32 | Numeric equivalentsfor dsd values.
e 0: Disabled
e 1: Enabled
dsd-expiry string | Showswhen the Drive Spin Down (DSD) feature will expire.
e Never: and doesn't expire.
dsd-expiry- uint32 | Numeric equivalentsfor dsd-expiry values.
numeric e 0: Never
sra string | Showswhether Storage Replication Adapter (SRA) support is enabled.
e Disabled: SRA isdisabled.
e Enabled: SRA isenabled.
sra-numeric uint32 | Numeric equivalentsfor sra values.
e 0: Disabled
e 1: Enabled
sra-expiry string | Showswhen the SRA feature will expire.
e Never: and doesn't expire.
Sra-expiry- uint32 | Numeric equivalentsfor sra-expiry values.

. 0: Never
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log-header-table

This basetype is used in the log file downloaded from the system by using the WBI or FTP.

Table59 log-header-table properties

numeric

Name Type Description

log-contact string | Contact person's name, if specified in the WBI Save Logs pandl.

log-email string | Contact'semail address, if specified in the WBI Save Logs panel.

log-phone string | Contact's phone number, if specified in the WBI Save Logs panel.

log-comments string | Comments describing the problem and specifying the date and time when the problem
occurred, if specified in the WBI Save Logs panel.

log-content uint32 | Forinterna useonly.

log-timestamp string | Dateandtime, intheformat year-month-day hour:minutes:.seconds
(UTC), when log content was saved to the file.

log-timestamp- uint32 | Unformatted 1og-timestamp value.
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master-volumes
This basetype is shown by show master-volumes.

Table 60 master-volumes properties

Name Type Description

virtual-disk- string | Vdisk name.

name

serial-number string | Master volume serial number.

name string | Master volume name.

size string | Master volume size, formatted to use the current base, precision, and units.
size-numeric uint32 | Unformatted size valuein 512-byte blocks.

status string | Master volume status.

e Available: The master volumeisavailable.
* Unavailable: The master volumeis not available.

status-reason string | Moreinformation about the status value.

e MV Not Accessible: Master volumeis not accessible.
e MV Not Found: Master volumeis not found.
* RV: Replication volume (either a primary volume or a secondary volume).

e RV Prepared: Replication-prepared volume, which could become a secondary
volumein areplication set.

e SP Not Accessible: Snap pool isnot accessible.
e SP Not Found: Snap pooal is not found.
e ---:Themaster volumeisavailable.

e Unknown Reason

snap-pool-name string | Snap-pool name.

snapshots string | Quantity of snapshotsthat exist for the master volume.

snap-data string | Amount of snap-pool space occupied by this master volume for its associated
snapshots (preserved and write data).

snap-data- uint32 | Unformatted snap-data valuein 512-byte blocks.

numeric

rollback string |+ value: Percent completeif arollback isin progress.
e« ---:Norollback isin progress.
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network-parameters
This basetype is used by show network-parameters.

Table 61 network-parameters properties

Name Type Description

durable-id string | Controller network port ID inthe form mgmtport controller-1ID.

active-version uint32 | Theconfigured network port IP version.

. a:lPv4
e 6:1Pv6

ip-address string | Controller network port |P address.

gateway string | Controller network port gateway |P address

subnet-mask string | Controller network port IP subnet mask

mac-address string | Controller network port MAC address.

addressing-mode |string |* Manual: Obtain network addressfrom manual (static) settings.
* DHCP: Use DHCP to obtain network address.

addressing- uint32 | Numeric equivalentsfor addressing-mode values.

mode-numeric
¢ 1: Manual

e 2: DHCP
link-speed string | Not applicable.
link-speed- uint32 | Not applicable.
numeric
duplex-mode string | Not applicable.
duplex-mode- uint32 | Not applicable.
numeric
auto- string | Not applicable.
negotiation
auto- uint32 | Not applicable.
negotiation-
numeric
health string | Thehealth of the network connection.

¢ OK

* Degraded

¢ Fault

e N/A

¢ Unknown

health-numeric uint32 | Numeric equivalentsfor health values.

e 0: OK
¢ 1: Degraded
e 2: Fault
¢ 3: Unknown
e 4: N/A
health-reason string | If Hedlthisnot OK, the reason for the health state.
health- string | If Hedthisnot OK, the recommended actions to take to resolve the health issue.

recommendation
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Table 61 network-parameters properties (continued)

numeric

Name Type Description
ping-broadcast string |* Enabled: Thesystem will respond to a broadcast ping.

e Disabled: The system will not respond to a broadcast ping.
ping-broadcast- |uint32 | Numericequivalentsfor ping-broadcast values.

* 0: Disabled
e 1: Enabled
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ntp-status

This basetype is used by show ntp-status.

Table 62 ntp-status properties

time

Name Type Description
ntp-status string | Showswhether use of Network Time Protocol (NTP) is enabled.
e activated: NTPisenabled.
e deactivated: NTPisdisabled.
ntp-server- string |+ Thecurrent NTP server IP addressif NTPis enabled.
address + Thelast-set NTP server |P address if NTP was enabled and has been disabled.
e 0.0.0.0ifthe NTP server |P address has not been set.
ntp-contact- string |+ Dateandtime, intheformat year-month-day hour:minutes:seconds

(UTC), of the last message received from the NTP server.
none: No contact.
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policy-threshold

This basetype is used by show snap-pools.

Table 63 policy-threshold properties

Name

Type

Description

threshold

string

Snap pool threshold level:

Warning: The snap pool is moderately full. When this threshold is reached, an
event is generated to alert the administrator.

Error: Thesnap pool isnearly full and unless corrective action is taken,
snapshot data lossis probable. When this threshold is reached, an event is
generated to alert the administrator and the associated snap-pool policy is
triggered.

Critical: Thesnap pool is 98% full and datalossisimminent. When this
threshold is reached, an event is generated to alert the administrator and the
associated snap-pool policy istriggered.

percent-usage

string

Percent of snap pool space used that triggers the threshold's policy.

policy

string

Recovery policy to invoke when threshold value is reached:

autoexpand: Try to expand the snap pool by the size-to-expand vaue. If

the snap pool's space usage reaches the percentage specified by its error threshold,

the system will log Warning event 230 and will try to expand the snap pool by the
snap pool's size-to-expand value (below).

e If the snap pool is successfully expanded, the system will log Informational
event 444.

« If the snap pool cannot be expanded because there is not enough available
spacein its vdisk, the system will log Warning event 444 and will
automatically delete the oldest snapshot that is not a current sync point.

Each time the snap-pool's error threshold is reached and the system cannot auto-

expand the vdisk, the oldest remaining snapshot that is not a current sync point

will be deleted. This behavior occurs for each snap pool independently, based on
its space usage.

deleteoldestsnapshot: Delete the oldest snapshot.

deletesnapshots: Delete al snapshots.

haltwrites: Halt writesto the snap pool.

notifyonly: Generates an event to notify the administrator.

size-to-expand

string

size: For the autoexpand policy, the size (formatted to use the current base,
precision, and units) by which to expand the snap pool when the threshold is
reached.

N/A: Thepolicy is not set to aut oexpand.

size-to-expand-
numeric

uint32

Unformatted size-to-expand valuein 512-byte blocks.
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pool-hist-statistics
This basetype is used by show pool-statisticswhenthe historical parameter is specified.
Table 64 pool-hist-statistics properties

Name Type Description

number-of-ios uinté64 | Thetotal number of read and write operations since the last sampling time.

number-of-reads |uinté4 | Thenumber of read operations since the last sampling time.

number-of - uinté4 | The number of write operations since the last sampling time.

writes

total-data- uinté64 | Thetotal amount of dataread and written since the last sampling time.
transferred

data-read uinté64 | Theamount of dataread since the last sampling time.

data-read- uinté64 | Theamount of datawritten since the last sampling time.

numeric

data-written uinté64 | Theamount of datawritten since the last sampling time.

data-written- uinté64 | Theamount of datawritten since the last sampling time.

numeric

total-iops uinté64 | Thetotal number of read and write operations per second since the last sampling time.
read-iops uinté64 | Thenumber of read operations per second since the last sampling time.
write-iops uinté64 | Thenumber of write operations per second since the last sampling time.
total-bytes- uinté64 | Thetotal datatransfer rate, in bytes per second, since the last sampling time.
per-sec

total-bytes- uinte4 | Unformatted total-bytes-per-second vaue.

per-sec-numeric

read-bytes-per- |uinté64 | Thedatatransfer rate, in bytes per second, for read operations since the last sampling
sec time.

read-bytes-per- |uinté64 | Unformatted read-bytes-per-second vaue.
sec-numeric

write-bytes- uint64 | Datatransfer rate, in bytes per second, for write operations since the last sampling
per-sec time.
write-bytes- uinté64 | Unformatted write-bytes-per-second vaue

per-sec-numeric

number-of - uinté64 | Thenumber of 4-MB pages allocated to volumesin the pool.
allocated-pages

sample-time string | Dateandtime, intheformat year-month-day hour:minutes:seconds
when the data sample was taken.

sample-time- uint32 | Unformatted sample-time value.
numeric
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pool-statistics
This basetype is used by show pool-statistics.

Table 65 pool-statistics properties

Name Type Description

sample-time string | Dateandtime, intheformat year-month-day hour:minutes:seconds,
when the data sample was taken.

sample-time- uint32 | Unformatted sample-time vaue.

numeric

serial-number string | Theseria number of the pool.

pool string | The name of the pool.

pages-alloc- uint32 | Therate, in pages per minute, at which pages are alocated to volumes in the pool

per-minute because they need more space to store data.

pages-dealloc- uint32 | Therate, in pages per minute, at which pages are deall ocated from volumesin the

per-minute pool because they no longer need the space to store data.

num-pages- uint32 | The number of 4-MB pagesthat host systems have unmapped per minute, through use

unmap-per- of the SCSI unmap command, to free storage space as aresult of deleting files or

minute formatting volumes on the host.

resettable- Embedded; see resettable-statistics.

statistics

tier-statistics | Embedded; seetier-statistics.
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pool-summary
This basetype is used by show pool-statisticswhenthe historical parameter is specified.

Table 66 pool-summary properties

Name Type Description
serial-number string | Theseria number of the pool.
pool string | The name of the pool.
pool-hist- Embedded; see pool-hist-statistics.
statistics
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pools

This basetype is used by show configuration and show pools.

Table 67 pools properties

Name Type Description
name string | The name of the pool.
serial-number string | Theseria number of the pool.
storage-type string |* Linear: Linear pool.
e Virtual: Virtua pool.
storage-type- uint32 | Numeric equivalentsfor storage-type values.
numeric .
¢ O0: Linear
e 1: Virtual
total-size string | Thetotal capacity of the pool.
total-size- unité4 | Unformatted total-size valuein 512-byte blocks.
numeric
total-avail string | Theavailable capacity in the pool.
total-avail- unité64 | Unformatted total-avail valuein512-byte blocks.
numeric
allocated-pages |uint32 | Foravirtua pool, the number of 4-MB pages that are currently in use. For alinear
pooal, 0.
available-pages |uint32 | Foravirtual pool, the number of 4-MB pagesthat are still available to be allocated.
For alinear pool, 0.
overcommit string |* Disabled: The capacity allocated to volumes when they are created cannot
exceed the physical capacity of the pool.
e Enabled: The pool uses thin provisioning, which means that more capacity can
be allocated to volumes than physically existsin the pool.
e N/A: Not applicable (linear poal).
overcommit - uint32 | Numeric equivalentsfor overcommit values.
pumerice * 0: Disabled
e 1: Enabled
e 2: N/A
disk-groups uintlé | Thenumber of disk groupsin the pool.
volumes uintlé | Thenumber of volumesin the pool.
page-size string | The page size, formatted to use the current base, precision, and units.
page-size- uinté64 | Unformatted page-size valuein 512-byte blocks.
numeric
low-threshold string | Thelow threshold for page alocation as a percentage of pool capacity.
middle- string | Themiddle threshold for page allocation as a percentage of pool capacity.
threshold
high-threshold string | Thehigh threshold for page allocation as a percentage of pool capacity. The threshold

valueis automatically calculated based on the available capacity of the pool minus
200 GB of reserved space.
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Table 67 pools properties (continued)

Name Type Description
utility-running |string | Jobrunningonthedisk, if any.
e (blank): None.
e CPYBK: Thedisk group is being used in a copyback operation.
e DRSC: Thedisk group is being scrubbed.
e EXPD: Thedisk group is being expanded.
e INIT: Thedisk group isbeing initialized.
e RCON: Thedisk group is being reconstructed.
e VDRAIN: Thevirtua disk group isbeing removed and its datais being drained to
another disk group.
e VPREP: Thevirtual disk group is being prepared for usein avirtual pool.
e VRECV: Thevirtual disk group is being recovered to restore its membership in the
virtua pool.
e VREMV: Thedisk group and its data are being removed.
e VRFY: Thedisk group is being verified.
e VRSC: Thedisk group is being scrubbed.
utility- uint32 | Numeric equivalentsfor job-running values.
running-numeric R 0: None
e 2: INIT
e 3: RCON
e 4: VRFY
e 5: EXPD
e 6: VRSC
e 7: DRSC
e 9: VREMV
e 11: CPYBK
e 12: VPREP
e 13: VDRAIN
* 14: VRECV
preferred-owner |string | Controller that ownsthe disk group and its volumes during normal operation.
e A:Controller A.
e B:Controller B.
preferred- uint32 | Numeric equivalentsfor preferred owner vaues.
owner-numeric
. 0: B
. 1: A
owner string | Current owner, which iseither the preferred owner during normal operation or the
partner controller when the preferred owner is offline.
e A:Controller A.
e B: Controller B.
owner-numeric uint32 | Numeric equivalentsfor owner values.
. 0: B
. 1: A
rebalance string | Forinternal useonly.
rebalance- uint32 | Forinternal useonly.
numeric
migration string | Forinternal use only.
migration- uint32 | Forinterna useonly.
numeric
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Table 67 pools properties (continued)

Name Type Description
zero-scan string | Forinternal use only.
zero-scan- uint32 | Forinterna useonly.
numeric

idle-page-check |string | Forinternal useonly.

idle-page- uint32 | Forinterna useonly.
check-numeric

read-flash- string | Forinternal useonly.
cache

read-flash- uint32 | Forinternal useonly.

cache-numeric

metadata-vol- string | Thesize of the pool’s metadata volume, formatted to use the current base, precision,

size and units. This needsto be taken into consideration to account for all pagesin the pool
that are used.

metadata-vol- uinté64 | Unformatted metadata-vol-size vauein 512-byte blocks.

size-numeric

total-rfc-size string | Thetotal sizein blocks of the read cache in the pool.

total-rfc-size- |uinté64 |Unformatted total-rfc-size vauein512-byte blocks.

numeric

available-rfc- string | Theunused read-cache spacein blocksthat is available for use by the pool.
size

available-rfc- uinté64 | Unformatted available-rfc-size valuein512-byte blocks.

size-numeric

reserved-size string | Thetotal number of pages that are reserved for virtual volumesin the pool.
reserved-size- unité4 | Unformatted reserved-size valuein 512-byte blocks.
numeric
reserved- string | Thetotal number of pagesthat are reserved, but not yet allocated, for virtual volumes
unalloc-size in the pool.
reserved- unité64 | Unformatted reserved-unalloc-size vauein 512-byte blocks.
unalloc-size-
numeric
health string |* OK

* Degraded

¢ Fault

e N/A

¢ Unknown

health-numeric uint32 | Numeric equivalentsfor health values.

e 0: OK
¢ 1: Degraded
e 2: Fault
¢ 3: Unknown
e 4: N/A
health-reason string | If Healthisnot OK, the reason for the health state.
health- string | If Healthisnot OK, the recommended actions to take to resolve the health issue.
recommendation
disk-groups Embedded; see disk-groups.
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Table 67 pools properties (continued)

Name Type Description

tiers Embedded; seetiers.

unhealthy- Embedded; see unhealthy-component.
component
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port

This basetype is used by show configuration and show ports.

Table 68 port properties

Name Type Description
durable-id string | Controller host port ID intheform hostport controller-ID-and-port-
number.
controller string |+ A: Controller A.
e B:Controller B.
controller- uint32 | Numeric equivalentsfor controller values.
numeric R 0: B
. 1: A
port string | Controller ID and port number.
port-type string |* FC:Fibre Channd.
e 1SCSI: Internet SCSI.
e SAS: Seria Attached SCSI.
port-type- uint32 | Numeric equivalentsfor port -type vaues.
numeric R 6: FC
e 8: SAS
e 9: iSCsI
media string |* FC(P): Fibre Channel Point-to-Point.
e FC(L): Fibre Channel-Arbitrated Loop (public or private).
e FC(-):Not applicable, aswhen the port is disconnected.
e SAS: Serid Attached SCSI.
e 1SCSI: Internet SCSI.
target-id string | Port WWN or IQN.
status string | Port status.
e Up: Theportiscabled and hasan 1/O link.
e Warning: Not al of the port’s PHY s are up.
e Error: Theport isreporting an error condition.
e Not Present: The controller moduleis not installed or is down.
e Disconnected: Either no 1/O link is detected or the port is not cabled.
status-numeric uint32 | Numeric equivalentsfor status values.
e 0: Up
* 1: Warning
e 2: Error
e 3: Not Present
* 6: Disconnected
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Table 68 port properties (continued)

Name Type Description
actual -speed string | Actua link speed in Mbit/s or Ghit/s.

e 10Mb

e 100Mb

e 1Gb

e 1.5Gb

e 2CGb

e 3CGb

e 4Gb

* 6Gb

e 8GCb

e 10Gb

e 12CGb

e 16Gb

e (blank): Port is disconnected.
actual -speed- uint32 | Numeric equivalentsfor actual - speed values.
numeric o 0: 1Gb

e 1: 2Gb

e 2: 4Gb

e 4: 1.5Gb

e 5: 3Gb

e 6: 6Gb

e 7: 8Gb

e 8: 10Mb

e 9: 100Mb

e 10: 10Gb

e 11: 12Gb

e 12: 16Gb

e 255 Port is disconnected.
configured- string | Configured host-port link speed in Ghit/s.
speed e Auto

e 1Gb

e 4Cb

e 8Gb

e 12Gb

¢ 16Gb
configured- uint32 | Numeric equivalentsfor configured-speed values.
speed-numeric e 0: 1Gb

e 2: 4Gb

e 3: Auto

e 7: 8Gb

e 11: 12Gb

e 12: 16Gb
health string |* OK

* Degraded

¢ Fault

e N/A

¢  Unknown

port
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Table 68 port properties (continued)

Name Type Description
health-numeric string | Numeric equivalentsfor health values.
. 0: OK
¢ 1: Degraded
e 2: Fault
¢ 3: Unknown
e 4: N/A
health-reason string | If Headlthisnot OK, the reason for the health state.
health- string | If Health isnot OK, the recommended actions to take to resolve the health issue.
recommendation

port-details

Embedded; see fc-port, iscsi-port, sas-port.
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power-supplies
This basetype is used by show power-supplies.

Table 69 power-supplies properties

Name Type Description

durable-id string | Power supply ID intheformpsu_enclosure-ID.power-supply-number.
enclosure-id uint32 | EnclosurelD.

serial-number string | Power supply seria number.

description string | FRU long description.

name string | Power supply identifier and location.

revision string | FRU hardware revision level.

model string | Power supply model.

vendor string | Power supply vendor.

location string | Power supply locationintheform Enclosure enclosure-ID - position,

where the position is as viewed from the back of the enclosure.

position string | Power supply position, as viewed from the back of the enclosure.
¢ Left
* Right
e Top

e Bottom

position- uint32 | Numeric equivalentsfor position values.
numeric . 0: Left
e 1: Right
e 2: Top
¢ 3: Bottom
part-number string | FRU part number.
dash-level string | FRU template revision number.
fru-shortname string | FRU short description.
mfg-date string | Dateandtime, intheformat year-month-day hour:minutes:.seconds

(UTC), when the power supply module was manufactured.

mfg-date- uint32 | Unformatted mfg-date vaue.

numeric

mfg-location string | City, state/province, and country where the FRU was manufactured.
mfg-vendor-id string | JEDEC ID of the FRU manufacturer.
configuration- string | Configuration serial number.

serialnumber

dcl2v uint32 | Voltage of the 12-volt power supply, in 100th of avolt.
dc5v uint32 | Voltage of the 5-volt power supply, in 100th of avolt.
dc33v uint32 | Voltage of the 3.3-volt power supply, in 100th of avolt.
dcl2i uint32 | Voltage of the 12-volt power supply, in 100th of avolt.
dc5i uint32 | Voltage of the 5-volt power supply, in 100th of avolt.
dctemp uint32 | Power supply temperature.
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Table 69 power-supplies properties (continued)

Name Type Description
health string |* OK
* Degraded
¢ Fault
e N/A

¢ Unknown

health-numeric uint32 | Numeric equivalentsfor health values.

e 0: OK
e 1: Degraded
e 2: Fault
* 3: Unknown
e 4: N/A
health-reason string | If Hedlthisnot OK, the reason for the health state.
health- string | If Hedthisnot OK, the recommended actions to take to resolve the health issue.
recommendation
status string | Power supply status.
° Up

* Warning
e Error
e Not Present

¢ Unknown

status-numeric uint32 | Numeric equivalentsfor status values.

e 0: Up

e 1: Warning

e 2: Error

¢ 3: Not Present

e 4: Unknown
unhealthy- Embedded; see unhealthy-component.
component
fan-details Embedded; see fan.
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product-info
This basetype is used by show inquiry.
Table 70 product-info properties

Name Type Description
vendor-name string | Vendor name.
product-id string | Product model identifier.

scsi-vendor-id string | Vendor name returned by the SCSI INQUIRY command.
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provisioning
This basetype is used by show provisioning.

Table 71 provisioning properties

Name Type Description
volume string |+ Volumename.
e Blank if the vdisk or pool does not have avolume.
volume-serial string | Volume serial number.
wwn string | Volume World Wide Name.
e Blank if the vdisk or pool does not have avolume.
controller string | Owning controller of the vdisk or pool.
e A:Controller A.
e B:Controller B.
controller- uint32 | Numeric equivalentsfor controller values.
numeric R 0: B
. 1: A
disk-display string | Shorthand list of the diskswithin avdisk or pool.
disk-display- string | Listor range of the disksin the vdisk or pool specified by thevirtual-disk
full property.
virtual-disk string | Vdisk name.
virtual-disk- string | Vdisk seria number.
serial
health string | Health of the associated vdisk.
e OK
* Degraded
¢ Fault
e N/A
¢ Unknown
health-numeric uint32 | Numeric equivalentsfor health values.
¢ 0: OK
¢ 1: Degraded
e 2: Fault
* 3: Unknown
e 4: N/A
mapped string |* Yes: Thevolumeis mapped.
e No: Thevolumeis not mapped.
lun-view Embedded; see volume-view-mappings.
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readcache-hist-statistics

This basetype is used by show pool-statisticswhenthe historical parameter is specified.

Table 72  readcache-hist-statistics properties

Name Type Description

number-of-ios uinté64 | Thetotal number of read and write operations since the last sampling time.

number-of-reads |uinté4 | Thenumber of read operations since the last sampling time.

number-of - uinté4 | The number of write operations since the last sampling time.

writes

total-data- uinté64 | Thetotal amount of dataread and written since the last sampling time.

transferred

data-read uinté64 | Theamount of dataread since the last sampling time.

data-read- uinté64 | Theamount of datawritten since the last sampling time.

numeric

data-written uinté64 | Theamount of datawritten since the last sampling time.

data-written- uinté64 | Theamount of datawritten since the last sampling time.

numeric

total-iops uinté64 | Thetotal number of read and write operations per second since the last sampling time.

read-iops uinté64 | Thenumber of read operations per second since the last sampling time.

write-iops uinté64 | Thenumber of write operations per second since the last sampling time.

total-bytes- uinté64 | Thetotal datatransfer rate, in bytes per second, since the last sampling time.

per-sec

total-bytes- uinte4 | Unformatted total-bytes-per-second vaue.

per-sec-numeric

read-bytes-per- |uinté64 | Thedatatransfer rate, in bytes per second, for read operations since the last sampling

sec time.

read-bytes-per- |uinté64 | Unformatted read-bytes-per-second vaue.

sec-numeric

write-bytes- uint64 | Datatransfer rate, in bytes per second, for write operations since the last sampling

per-sec time.

write-bytes- uinté64 | Unformatted write-bytes-per-second vaue

per-sec-numeric

number-of - uinté64 | Thenumber of 4-MB pages allocated to volumesin the pool.

allocated-pages

number-of - uinté64 | The number of pages copied to read cache in the sample time period.

pages-copied

number-of - uinté4 | The number of pages discarded from read cache (to make room for new hot data) in

pages-discarded the sample time period.

sample-time string | Dateandtime, intheformat year-month-day hour:minutes:seconds
when the data sample was taken.

sample-time- uint32 | Unformatted sample-time vaue.

numeric
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redundancy

This basetype is used by show redundancy-mode.

Table 73

redundancy properties

Name

Type

Description

redundancy-mode

string

The system’s operating mode, also called the cache redundancy mode.

Independent Cache Performance Mode: For adual-controller system,
controller failover is disabled and data in a controller’s write-back cache is not
mirrored to the partner controller. Thisimproves write performance at the risk of
losing unwritten dataif a controller failure occurs while thereis datain controller
cache.

Active-Active ULP: Both controllers are active using ULP (Unified LUN
Presentation). Data for volumes configured to use write-back cacheis
automatically mirrored between the two controllers to provide fault tolerance.

Single Controller: Theenclosure containsasingle controller.

Failed Over: Operation hasfailed over to one controller becauseits partner is
not operational. The system has |ost redundancy.

Down: Both controllers are not operational.

redundancy-
mode-numeric

uint32

Numeric equivalents for redundancy-mode values.

Independent Cache Performance Mode
: Active-Active ULP
Single Controller

Failed Over

uaod W N

Down

redundancy-
status

string

Redundant with independent cache: Both controllersare operationa
but are not mirroring their cache metadata to each other.

Redundant: Both controllers are operational.

Operational but not redundant: Inactive-active mode, one controller
is operational and the other is offline. In single-controller mode, the controller is
operational.

Down: This controller is not operational.
Unknown: Status information is not available.

redundancy-
status-numeric

uint32

Numeric equivalentsfor redundancy-status values.

0: Redundant with independent cache
Redundant
Operational but not redundant

Down

(€, T U PO

Unknown

controller-a-
status

string

Operational: Thecontroller isoperational.
Down: The controller isinstalled but not operational .
Not Installed: Thecontroller isnotinstalled.

controller-a-
status-numeric

uint32

Numeric equivalentsfor controller-a-status values.

0: Operational
1: Down
2: Not Installed

controller-a-
serial -number

string

Controller module serial number
Not Available: Thecontroller is down or not installed.

controller-b-
status

string

Operational: Thecontroller is operational.
Down: The controller isinstalled but not operational.
Not Installed: Thecontroller isnotinstalled.
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Table 73  redundancy properties (continued)

status-numeric

Name Type Description
controller-b- uint32 | Numeric equivalentsfor controller-b-status values.
status-numeric « 0: Operational
. 1: Down
¢ 2: Not Installed
controller-b- string |+ Controller module seria number
serial-number + Not Available: The controller isdown or not installed.
other-MC-status | string | Theoperationa status of the Management Controller in the partner controller. Thisis
not factored into system health.
* Not Communicating
* Not Operational
* Operational
* Unknown
other-MC- uint32 | Numeric equivalentsfor other-mc-status values.

e 1524: Not Communicating
e 3231: Not Operational

* 4749: Operational

* 1496: Unknown
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refresh-counters

This basetype is used by show refresh-counters.

Table 74  refresh-counters properties

Name Type Description
basetype-name (Not Shows when the data represented by the base type was last updated.
shown) e 0: Thedata has never been updated and is not cached.

e nonzero-number: A timestamp indicating that the data has been updated. If
the value has changed since the last time you called this command then the data

has changed.
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remote-addresses
This basetype is used by show replication-volumes.

Table 75 remote-addresses properties

Name Type Description

connected-ports |string |+ Foraremote primary or secondary volume, this showsthe ID of the port in the
local system that is being used for communication with the remote system. To
determine this, the system first probes all host ports on the controller that owns
the replication set to find communication paths to aremote address. After all host
ports are probed, if at least one path is found, the IDs of host ports found are
shown and the probing stops. If no path isfound, the system will repeat this
process on the partner controller.

* Foraloca primary or secondary volume, this showsN/A.

remote-address string | Theaddressof each host port in the remote system through which the volume is
accessible.
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remote-links

This basetype is used by verify links and verify remote-link.

Table 76 remote-links properties

Name Type Description
local-host-port |string | Controller host port ID inthelocal system, intheformhostport controller-
ID-and-port-number.
type string |* Unknown: Port typeisunknown.
e FC: FCport.
e 1SCSI:iSCSl port.
type-numeric uint32 | Numeric equivalentsfor type values.
¢ 0: Unknown
e 6: FC
e 9: iSCSI
remote-links string | Controller host port ID of each linked port in the remote system, in the form

hostport controller-ID-and-port-number. Multipleportsareseparated
by acomma.
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remotesy stem
This basetype is used by show remote-systems.

Table 77 remote-system properties

Name Type Description
id string | Remote system ID.
system-name string |+ Thename of the remote system.

e Uninitialized Name: Thedefault value.

system-contact string |+ Thename of the person who administers the remote system.
e Uninitialized Contact: Thedefault value.

system-location |string |* Thelocation of the remote system.
* Uninitialized Location: Thedefault value.

system- string |+ A brief description of the remote system.

information e Uninitialized Info: Thedefault vaue.

vendor-name string | Thevendor name of the remote system.

product-id string | Theproduct model identifier of the remote system.

product-brand string | Thebrand name of the remote system.

ip-address-a string |* ThelP address of the network port in controller A in the remote system.

* Not Present

ip-address-b string |+ ThelP address of the network port in controller B in the remote system.
¢ Not Present

username string | Thename of auser that is configured in the remote system. This must be a user with
the manage role to remotely configure or provision that system.

status string |* Uninitialized: Thissystem hasn’'t communicated with the remote system.
e Ready: Thissystem has contacted the remote system and it is ready to use.

* Connected: Thissystemistransferring data to the remote system.

* Not Connected: Thesystemis not connected to the remote system.

status-numeric uint32 | Numeric equivalentsfor status values.
* 0: Uninitialized
e 1: Ready

e 2: Connected

last-connected string | Dateandtime, intheformat year-month-day hour:minutes:seconds
(UTC), when successful communication was last established between the MC in the
local system and the MC in the remote system. This value does not indicate when
connection status was last determined, and will not be updated if the remote MC is
not accessible or if the connection statusisNot Connected.

interfaces string | FC
e iSCSI
e SAS

e Hybrid: FCandiSCSl.

interfaces- uint32 | Numeric equivalentsfor interfaces values.
numeric . 0: FC

e 1: iSCSI

e 2: SAS

e 3: Hybrid
storage-model string |* LINEAR
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Table 77 remote-system properties (continued)

numeric

Name Type Description
storage-model - uint32 | Numeric equivalentsfor storage-model values.
pumere « 0: LINEAR
isvalid-ip-a string |* False: ThelPaddressisnot valid for controller module A in the remote system.
e True: ThelP addressisvalid for controller module A in the remote system.
isvalid-ip-a- uint32 | Numeric equivalentsfor isvalid-ip-a values.
numeric e 0: False
. 1: True
isvalid-ip-b string |* False: ThelPaddressisnot validfor controller B in the remote system.
e True: ThelPaddressisvalid for controller B in the remote system.
isvalid-ip-b- uint32 | Numeric equivalentsfor isvalid-ip-b values.

e 0: False

. 1: True
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replicate-volume-tasks
This basetype is used by show tasks and show task-details (Deprecated) for aReplicateVolume task.

Table 78 replicate-volume-tasks properties

Name Type Description

primary-volume- |string | Primary volume name.
name

primary-volume- |string | Primary volume seria number.
serial

snapshot-prefix |string | A label toidentify snapshots created by this task.

replication- string |* new-snapshot: Replicate anew snapshot of the volume to the remote system.

mode e last-snapshot: Replicate the last (most recent existing) snapshot of the
volume to the remote system.

retention-count |uint32 | Number of snapshotsto retain with this prefix, from 3 to 32.

last-created string |* Thename of thelast snapshot created by the task.
e Blank if the task has not created a snapshot.

last-used string | For atask whose replication modeis last - snapshot, the name of the last
snapshot used for replication. Otherwise, N/A.

snapshot Embedded; see snap-tasks.
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replication-image
This basetype is used by show replication-images.
Table 79 replication-image properties

Name Type Description

image-key string | ReplicationimageID.
replication- string | Replication volume serial number.
volume-serial-

number

image-serial- string | Replicationimage serial number.
number

replication- string | Name of the source replication image.

image-source

snapshot-serial |string | Replication snapshot serial number associated with the image. The replication
snapshot is associated with the replication volume specified in the request.

snapshot -name string | Replication snapshot name associated with the image. For a secondary image, this
valueisnot filled in until the replication is completed.

creation-date- string | Dateandtime, intheformat year-month-day hour:minutes:.seconds
time (UTC), when the replication image was created on the replication volume.
creation-date- uint32 | Unformatted creation-date-time value.

time-numeric

image-details Embedded; see replication-image-params.
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replication-image-params
This basetype is used by show replication-images.

Table 80 replication-image-params properties

Name Type Description

status string | Replication image status.

e N/A: Theimageinformation is not valid.

e Queued: Theimageisknown to exist in the primary-view volume but replication
has not started.

e Replicating: Theimageisbeing replicated.

e Suspended: Theimageis being replicated but replication is suspended.

e Complete: Theimageis created, fully replicated, and available.

* Create-Snapshot: Theimageisfully replicated but a snapshot of the image
isbeing created.

e Offline: Theimage has been replicated but is unusable due to an error.

status-numeric uint32 | Numeric equivalentsfor status values.

e 0: N/A
e 1: Queued
e 2: Replicating
* 3: Suspended
* 4: Create-Snapshot
* 5: Complete
* 6: Offline
progress string | The percentage completeif theimage isbeing replicated. Applies only to secondary
volumes.
start-time string | Dateandtime, intheformat year-month-day hour:minutes:.seconds

(UTC), when the replication operation started on the replication volume.

start-time- uint32 | Unformatted start-time value.
numeric
update-time string | Dateandtime, intheformat year-month-day hour:minutes:seconds

(UTC), when the replication operation status was last updated.

update-time- uint32 | Unformatted update-time vaue.
numeric
suspended-time string | Dateandtime, intheformat year-month-day hour:minutes:.seconds

(UTC), when the replication operation was suspended or resumed.

suspended-time- |uint32 | Unformatted suspended-time vaue.
numeric

est-completion- |string | Dateandtime, intheformat year-month-day hour:minutes:.seconds
time (UTC), when the replication operation is estimated to compl ete.

est-completion- |uint32 |Unformatted est-completion-time value.
time-numeric

time string | Total time of replication, in the format hour:minutes:seconds (UTC), including
any suspension time.
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replication-set

This basetype is used by show replication-sets.

Table 81 replication-set properties

Name

Type Description

name

string | Replication set name.

serial -number

string | Replication set serial number.

primary

Embedded; see replication-volume.
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replication-volume

This basetype is used by show replication-volumes.

Table 82 replication-volume properties
Name Type Description
name string | Replication volume name.
serial-number string | Replication volume serial number.
status string | Replication volume status.

e Initializing: Theinitia (full) replication to the volumeisin progress.

e Online: Thevolumeisonline and is consistent with the last replicated image.

e Inconsistent: Thevolumeisonlinebutisinaninconsistent state. A full
replication isrequired to initidlize it.

* Replicating: Thevolumeisonline and replicationisin progress.

e Replicate-delay: Thevolumeisonline but thein-progress replication has
been temporarily delayed. A retry is occurring.

e Suspended: Thevolumeis online but the in-progress replication has been
suspended.

¢ Offline: The volume cannot be accessed and is unusable due to an error.

* Establishing proxy: Thevolumeis establishing aproxy connection to a
remote volume. Thiswill occur when a detached secondary volume is reattached
and is re-establishing a connection with the primary system in preparation for
replication.

e Detached: Thevolumeis detached for removal.

status-numeric uint32 | Numeric equivalentsfor status values.

e 0: Initializing

e 1: Online

* 2: Inconsistent

* 3: Replicating

e 4: Replicate-Delay

* 5: Suspended

* 6: Offline

e 7: Establishing proxy

¢ 8: Detached

status-reason string | Moreinformation about the status value.

e N/A

* Record Missing

* Adding Volume

* Changing Primary

status-reason- uint32 | Numeric equivalentsfor status-reason vaues.
numeric R 0: N/A

* 1: Record Missing

* 2: Adding Volume

* 4: Changing Primary

monitor string | Replication volume monitoring status.

e OK: Communication to the remote volume is successfully occurring on the
network.

e Failed: Communication to the remote volume has failed because of a
communication issue or because the remote volume has gone offline.

replication-volume
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Table 82 replication-volume properties (continued)
Name Type Description
monitor-numeric |uint32 | Numeric equivaentsfor monitor vaues.
e 2: OK
e other: Failed
location string |* Local: Thereplication volumeisin thelocal system.
e Remote: Thereplication volume isin aremote system.
location- uint32 | Numeric equivalentsfor location values.
pumerice ¢ 0: Local
b 1: Remote
ip-address-a string | IP addressof the network port in controller A in the remote system.
ip-address-b string | IP addressof the network port in controller B in the remote system.
primary-volume- |string | Primary volume name.
name
primary-volume- | string | Primary volume serial number.
serial
primary-volume- |string | Primary volume status.
status * Online
e Conflict
e Offline
primary-volume- |uint32 | Numericequivaentsfor primary-volume-status values.
status-numeric o 0: Online
e 1: Conflict
e 2: Offline
max-queue uint32 | Maximum number of replication images to consider when determining the next image
toreplicate. Used only if thecollision-policy property issetto Oldest.
max-retry-time uint32 | Maximum amount of timein seconds that the replication volume should retry a
replication operation on any specific image when errors occur. Used only if the
error-policy property issettoRetry.
error-policy string | Determinesthe action to take when an error occurs during replication.
* Retry: Retry thereplication for the time specified by themax-retry-time
property.
e Suspend: Suspend the replication until the error is resolved automatically or
through user intervention.
error-policy- uint32 | Numeric equivalentsfor error-policy values.
numeric o 0: Retry
¢ 1: Suspend
link-type string | Type of portsused to link the primary and secondary volumes.
e FC: FCports.
e 1SCSI:iSCSl ports.
link-type- uint32 | Numeric equivalentsfor 1ink-type vaues.
numeric

* 8:FCWWNN

* 16: FCWWPN
*  64:iSCSl IPv4
e 128:iSCSl IPv6
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Table 82 replication-volume properties (continued)

Name Type Description
collision- string | Determinesthe next image to replicate when multiple replication images are queued.
policy

* Newest: Only thelatest replication image should be considered for the next
replication operation.

e Oldest: Only thelatest n replication images should be considered for the next
replication operation, where n is defined by the max-queue property and the
oldest of these images should be considered first.

collision- uint32 | Numeric equivalentsfor collision-policy values.

policy-numeric e 0: Oldest

. 1: Newest

monitor- uint32 | Interval in seconds at which the primary volume should query the secondary volume.

interval

priority string | Priority of the replication operation with respect to 1/0 operations competing for the
System's processors.

e High: Replication has higher priority than host I/O. This can cause heavy /O to
be slower than normal.

* Medium: Replication performance is balanced with host I/O performance.

* Low: Replication runs at a slower rate with minimal effect on host 1/0. Use when
streaming data without interruption is more important than data redundancy.

priority- uint32 | Numeric equivalentsfor priority values.

numeric o 0: ngh

e 1: Medium

e 2: Low

connection- string |* Not Attempted: Communication has not been attempted to the remote
status volume.

e Online: Thevolumesin the replication set have avalid connection but
communication is not currently active.

e Active: Communication is currently active to the remote volume.
e Offline: No connectionisavailable to the remote system.

connection- uint32 | Numeric equivalentsfor connection-status vaues.
status-numeric * 0: Not Attempted

e 1: Online

e 2: Active

e 3: Offline

connection-time | string | Dateand time of thelast communication with the remote volume, or N/A.

connection- uint32 | Unformatted connection-time value.
time-numeric

replication-set |string | Replication set serial number.

local-volume- string | Local replication volume serial number.
serial-number

remote-address Embedded; see remote-addresses.

image-details Embedded; see replication-image.
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replication-volume-summary
This basetype is used by show replication-images.

Table 83 replication-volume-summary properties

Name Type Description
name string | Replication volume name.
serial-number string | Replication volume serial number.
volume-type string |* Primary Volume: Thevolumeisthe primary volumein areplication set.
e Secondary Volume: Thevolumeisthe secondary volumein areplication set.
volume-type- uint32 | Numeric equivalentsfor volume-type values.

pumerice ¢ 0: Secondary Volume
e 1: Primary Volume
images Embedded; see replication-image.
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reset-snapshot-tasks
This basetype is used by show tasks and show task-details (Deprecated) for aReset Snapshot task.
Table 84 reset-snapshot-tasks properties

Name Type Description

snapshot -name string | Name of the snapshot to reset.

snapshot-serial |string | Seria number of the snapshot to reset.
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resettabl e-statistics
This basetype is used by show pool-statistics and show tier-statistics.
Table 85 resettable-statistics properties

Name Type Description

serial-number string | Theseria number of the pool or tier.

time-since- uint32 | Theamount of time, in milliseconds, since these statistics were last reset, either by a
reset user or by acontroller restart.

time-since- uint32 | Theamount of time, in milliseconds, sincethis set of statistics was last sampled by the
sample Storage Controller.

number-of-reads |uinté4 | Thenumber of read operations since these statistics were last reset or since the
controller was restarted.

number-of - uinté64 | The number of write operations since these statistics were last reset or since the

writes controller was restarted.

data-read uint64 | Theamount of dataread since these statistics were last reset or since the controller
was restarted.

data-read- uint64 | Unformatted data-read vaue.

numeric

data-written uint64 | Theamount of datawritten since these statistics were last reset or since the controller
was restarted.

data-written- uinte64 | Unformatted data-written value.

numeric

bytes-per- uinté64 | Thedatatransfer rate calculated over the interval since these statistics were last

second requested or reset. Thisvalue will be zero if it has not been requested or reset since a

controller restart.

bytes-per- uinté64 | Unformatted bytes-per-second vaue.
second-numeric

iops uint32 | The number of input/output operations per second, calculated over the interval since
these statistics were last requested or reset. This value will be zero if it has not been
requested or reset since a controller restart.

avg-rsp-time uint32 | Theaverage responsetime, in microseconds, for read and write operations since the
last sampling time.

avg-read-rsp- uint32 | Theaverage responsetime, in microseconds, for read operations since the last

time sampling time.

avg-write-rsp- uint32 | The average response time, in microseconds, for write operations since the last

time sampling time.
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sas-port

This basetype is used by show ports and show host-parameters (Deprecated) for a SAS host port.

Table86 sas-port properties

lanes

Name Type Description

configured- string |* Direct

topology

width string | Number of PHY lanesin the SAS port.

sas-lanes- string | Expected number of PHY lanesin the SAS port.

expected

sas-active- string | Number of active lanesin the SAS port. If the port is connected and fewer lanes are

active than are expected, the port status will change to Warning, the health will
change to Degraded, and event 354 will be logged.
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sas-status-controller-a
This basetype is used by show expander-status for controller A and controller B.

Table 87 sas-status-controller-a properties

Name Type Description
enclosure-id uint32 | Enclosure|D.
drawer-id uints e 0: Left
e 1: Middle
e 2: Right
drawer-id- uint32 | Numeric equivalentsfor drawer-1id vaues.
numeric
controller string | A:Controller A.
e B: Controller B.
controller- uint32 | Numeric equivalentsfor controller values.
numeric o 0: B
e 1: A
phy uint32 | Logical ID of the PHY within a group based on the PHY type.
* Drive PHYshave IDs 0-23.
e SC (Storage Controller) PHY s have IDs 0-1.
* Egress, ingress, and inter-expander PHY s have IDs 0-3.
type string | PHY type.

e Undefined: The PHY doesn't exist in the expander.
e Drive: 1-lane PHY that communicates between the expander and adisk drive.

e Ingress: (Expansion moduleonly) 4-lane PHY that communicates between the
expander and an expansion port.

e Egress:4-lanePHY that communicates between the expander and an expansion
port or SAS Out port.

* Inter-Exp: (Expansion module only) Communicates between the expander
and the partner's expander.

e Unused: The PHY existsin the expander but is not connected, by design.

* Drawer0O-Ingress: IngressPHY for drawer O.

* Drawerl-Ingress:IngressPHY for drawer 1.

* Drawer2-Ingress: IngressPHY for drawer 2.

e Drawer0O-Egress: EgressPHY for drawer O.

e Drawerl-Egress: EgressPHY for drawer 1.

* Drawer2-Egress: EgressPHY for drawer 2.

e sC-0: (Controller module only) 4-lane PHY that communicates between the
expander and the SC.

e sc-1: (Controller module only) 2-lane PHY that communicates between the
expander and the partner's expander.
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Table 87 sas-status-controller-a properties (continued)

Name

Type

Description

type-numeric

uint32

Numeric equivalentsfor type values.

0:

[ETORE R

6:

22:
23:
24 :
32:
33:
34:
50:
51:

Undefined

Drive

Ingress

Egress

Inter-Exp

Unused
DrawerO-Ingress
Drawerl-Ingress
Drawer2-Ingress
DrawerO-Egress
Drawerl-Egress
Drawer2-Egress
SC-0
sc-1

status

string

PHY status.

Unavailable: No statusinformation is available.

Enabled - Healthy: The PHY isenabled and heathy.
Enabled - Degraded: The PHY isenabled but degraded.
Disabled: The PHY has been disabled by auser or by the system.

status-numeric

uint32

Numeric equivalentsfor status values.

0:

1
2:
3

Unavailable

Enabled - Healthy
Enabled - Degraded

Disabled

elem-status

string

The SES status that corresponds to the PHY status.

Disabled: Critical condition is detected.

Error: Unrecoverable condition is detected. Appears only if thereisafirmware
problem related to PHY definition data.

OK: Element isinstalled and no error conditions are known.
Non-critical: Non-critical condition is detected.
Not Used: Element isnot installed in enclosure.

Unknown: Either:

.

Sensor has failed or element statusis not available. Appearsonly if an 1/0
module indicates it has fewer PHY s than the reporting I/0 module, in which
case al additional PHY s are reported as unknown.

Element isinstalled with no known errors, but the element has not been
turned on or set into operation.

elem-status-
numeric

uint32

Numeric equivalentsfor elem-status values.

0:

1
2
3
4:
5
6
7
8

Error
OK
Disabled

: Non-critical

Error

: Not Used
: Unknown
: Unknown

: Unknown
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Table 87 sas-status-controller-a properties (continued)

Name

Type

Description

elem-disabled

string

* Enabled: PHY isenabled.
* Disabled: PHY isdisabled.

elem-disabled-
numeric

uint32

Numeric equivalentsfor elem-disabled vaues.
e O
. 1:

Enabled
Disabled

elem-reason

string

More information about the status value.

e Blankif elem-status iSOK.

* Error count interrupts:PHY disabled because of error-count interrupts.

e PHY control:PHY disabled by a SES control page as aresult of action by a
Storage Controller or user.

* Not ready: PHY isenabled but not ready. Appears for SC-1 PHY s when the
partner I/0 module is not installed. Appears for Drive, SC-1, or Ingress PHY's
when a connection problem exists such as a broken connector.

e Drive removed: PHY disabled because drive slot is empty.

e Unused - disabled by default: PHY isdisabled by default because it
isnot used.

e Excessive PHY changes: PHY isdisabled because of excessive PHY
change counts.

elem-reason-
numeric

uint32

Numeric equivalentsfor elem-reason values.

0: (blank)
e 32769:
. 32771:
e 32772:
e 32774:
e 32775:
e 32776:

Error count interrupts

PHY control

Not ready

Drive removed

Unused - disabled by default

Excessive PHY changes

change-counter

uint32

Number of timesthe PHY originated aBROADCAST (CHANGE). A BROADCAST
(CHANGE) is sent if doubleword synchronization islost or at the end of aLink Reset
sequence.

code-violations

uint32

Number of timesthe PHY received an unrecognized or unexpected signal.

disparity-
errors

uint32

Number of doublewords containing running disparity errors that have been received
by the PHY, not including those received during Link Reset sequences. A running
disparity error occurs when positive and negative valuesin asignal don’t aternate.

Crc-errors

uint32

In asequence of SAS transfers (frames), the data is protected by a cyclic redundancy
check (CRC) value. The crc-errors value specifies the number of timesthe
computed CRC does not match the CRC stored in the frame, which indicates that the
frame might have been corrupted in transit.

conn-crc-errors

uint32

Number of times the lane between two expanders experienced a communication error.

lost-dwords

uint32

Number of timesthe PHY haslost doubleword synchronization and restarted the Link
Reset sequence.

invalid-dwords

uint32

Number of invalid doublewords that have been received by the PHY, not including
those received during Link Reset sequences.

reset-error-
counter

uint32

Number of times the expander performed areset of error counters.

flag-bits

uint32

PHY status flag bits.
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sas-status-drawer

This basetype is used by show expander-status and has the same properties as sas-status-controller-a.

schedules
This basetype is used by show schedules and show schedule-details (Deprecated).
Table 88 schedules properties

Name Type Description

name string | Schedule name.

schedule- string | Schedule settings for running the associated task.
specification

status string | Schedule status.

e Uninitialized: Thescheduleisnot yet ready to run.

e Ready: Thescheduleisready to run at the next scheduled time.

* Suspended: The schedule had an error and is holding in its current state.
e Expired: The schedule has exceeded a constraint and will not run again.
e Invalid: Thescheduleisinvalid.

e Deleted: Thetask has been deleted.

next-time string | Dateandtime, intheformat year-month-day hour:minutes:.seconds
(UTC), when the schedule will next run, or N/A if the schedule has expired.

next-time- uint32 | Unformatted next -t ime value.

numeric

task-to-run string | Name of the task that the schedule runs.

error-message string |+ [If anerror occurred while running the schedule, the error message.

e Blank if no error occurred.

task Embedded; see tasks.
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security-communications-protocols
This basetype is used by show protocols.

Table 89 security-communications-protocols properties

Name Type Description

wbi-http string |* Disabled: Thestandard WBI web server is disabled.
e Enabled: The standard WBI web server is enabled.

wbi-http- uint32 | Numeric equivalentsfor wbi-http values.

numeric

* 0: Disabled
e 1: Enabled

wbi-https string |+ Disabled: The secure WBI web server is disabled.
e Enabled: The secure WBI web server is enabled.

wbi-https- uint32 | Numeric equivalentsfor wbi-https vaues.

numeric e 0: Disabled

e 1: Enabled

cli-telnet string |* Disabled: Thestandard CLI isdisabled.

e Enabled: Thestandard CLI isenabled.
cli-telnet- uint32 | Numeric equivalentsfor c1i-telnet values.
numeric

e 0: Disabled
e 1: Enabled

cli-ssh string |* Disabled: Thesecureshell CLI isdisabled.
e Enabled: Thesecure shell CLI isenabled.

cli-ssh-numeric |uint32 | Numeric equivalentsfor c1i-ssh values.

* 0: Disabled
e 1: Enabled

smis string |+ Disabled: The secure SMI-Sinterfaceis disabled.

e Enabled: The secure SMI-Sinterface is enabled. This option allows SMI-S
clients to communicate with each controller’s embedded SMI-S provider via
HTTP port 5989.

smis-numeric uint32 | Numeric equivalentsfor smis values.

* 0: Disabled
e 1: Enabled

usmis string |* Disabled: Theunsecure SMI-Sinterfaceis disabled.

e Enabled: The unsecure SMI-Sinterface is enabled. This option allows SMI-S
clients to communicate with each controller’s embedded SMI-S provider via
HTTP port 5988.

usmis-numeric uint32 | Numeric equivalentsfor smis values.

e 0: Disabled
e 1: Enabled

ftp string |* Disabled: TheFTPinterfaceis disabled.
* Enabled: The FTPinterfaceisenabled.

ftp-numeric uint32 | Numeric equivalentsfor f£tp values.

e 0: Disabled
e 1: Enabled

snmp string |* Disabled: The SNMP interfaceisdisabled. All SNMP requeststo the MIB are
disabled and SNMP traps are disabled.

e Enabled: The SNMPinterfaceis enabled.
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Table 89  security-communications-protocols properties (continued)

mode-numeric

Name Type Description
snmp-numeric uint32 | Numeric equivalentsfor snmp values.
e 0: Disabled
e 1: Enabled
debug-interface |string |* Disabled: The Telnet debug port is disabled.
e Enabled: The Telnet debug port is enabled.
debug- uint32 | Numeric equivalentsfor debug-interface values.
interface- *+ 0: Disabled
numeric
¢ 1: Enabled
inband-ses string |* Disabled: Thein-band SESinterfaceis disabled.
* Enabled: Thein-band SESinterface is enabled.
inband-ses- uint32 | Numeric equivalentsfor inband-ses values.
pumere e O0: Disabled
e 1: Enabled
activity- string |* Enabled: Accessto the activity progressinterface viaHTTP port 8081 is
progress enabled. This mechanism reports whether a firmware update or partner firmware
update operation is active and shows the progress through each step of the
operation. In addition, when the update operation completes, statusis presented
indicating either the successful completion, or an error indication if the operation
failed.
e Disabled: Accessto the activity progressinterface viaHTTP port 8081 is
disabled.
activity- uint32 | Numeric equivalentsfor activity-progress vaues.
progrgss— e 0: Disabled
numeric
¢ 1: Enabled
management-mode | string | The management mode, which controls theterminology used in command output and
system messages, that is being used in the current CLI session.
e v2: Usesterminology that is oriented to managing linear storage. For example,
vdisk for disk groups and pools.
e v3: Usesterminology that is oriented to managing virtual and linear storage. For
example, disk group for disk groups and pool for pools.
management - string | Numeric equivalentsfor management -mode values.

e 2: v2
e 3: v3
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SeNnsors

This basetype is used by show sensor-status.

Table 90 sensors properties

Name Type Description

durable-id string | Sensor ID. For example: sensor _temp ctrl controller-ID.sensor-
number and sensor_volt ctrl controller-ID.sensor-number.

enclosure-id uint32 | Enclosure|D.

sensor-name string | Sensor name and location.

value string |+ Forasensor, itsvalue.
* For overdl unit status, one of the status values below.

status string |+ Ok: Thesensor is present and detects no error condition.

* Warning: The sensor detected anon-critical error condition. Temperature,
voltage, or current is between the warning and critical thresholds.

e Error: The sensor detected a critical error condition. Temperature, voltage, or
current exceeds the critical threshold.

e Unavailable: The sensor is present with no known errors, but has not been
turned on or set into operation because it isinitializing. Thistypically occurs
during controller startup.

e Unrecoverable: The enclosure management processor (EMP) cannot
communicate with the sensor.

e Unknown: The sensor is present but statusis not available.

e Not Installed: Thesensor isnot present.

e Unsupported: Status detection is not implemented.

status-numeric uint32 | Numeric equivalentsfor status values.

* 0: Unsupported

e 1: OK

e 2: Error

* 3: Warning

* 4: Unrecoverable

* 5: Not Installed

* 6: Unknown

e 7: Unavailable

sensor-location |[uint32 | Sensorlocationinacontroller enclosure.

e 1:Unknown

e 2:Overdl unit status

e 5: Power supply unit

e 7:Enclosure

e 8:0n board

sensor-type uint32 | 2:Overdl unit status

e 3: Temperature

e 6: Capacitor charge

e 9:\Voltage
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show-other-mc-status

This basetype is used by show shutdown-status.

Table91 show-other-mc-status properties

Name

Type

Description

other-mc

string

Other MC Status

other-mc-status

string

The operational status of the Management Controller in the partner controller. Thisis

not factored into system health.

* Not Communicating
* Not Operational
* Operational

¢ Unknown

other-mc-
status-numeric

uint32

Numeric equivalentsfor other-mc-status values.

e 1524: Not Communicating
e 3231: Not Operational

* 4749: Operational

* 1496: Unknown
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shutdown-status

This basetype is used by show shutdown-status.

Table92 shutdown-status properties

Name Type Description
controller string |+ A: Controller A.
e B: Controller B.
status string |+ up: Thecontroller isoperational.
e down: The controller is shut down.
e not installed: Thecontroller isnot installed.
status-numeric uint32 | Numeric equivalentsfor status values.

e 0: up
e 1: down
* 2: not installed
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snap-pools

This basetype is used by show snap-pools.

Table 93 snap-pools properties

Name Type Description
virtual-disk- string | Vdisk name.
name
serial-number string | Snap pool seria number.
name string | Snap pool name.
size string | Snap pool size, formatted to use the current base, precision, and units.
size-numeric uint32 | Unformatted size valuein 512-byte blocks.
free string | Amount of free space in this snap pool, formatted to use the current base, precision,
and units.
free-numeric uint32 | Unformatted free valuein 512-byte blocks.
free-percent- string | Amount of free space in this snap pool as a percentage of total space in the snap pool.
size
master-volumes string | Number of master volumes associated with this snap pool.
snapshots string | Number of snapshots using this snap pool.
status string |* Available: Thesnap pool isavailable for use.
e Offline: Thesnap poal isnot available for use, asin the case whereits disks
are not present.
e Corrupt: The snap pool's data integrity has been compromised. The snap pool
can no longer be used.
status-numeric uint32 | Numeric equivalentsfor status values.

* 0: Available
*  Bitmask with second significant digit set: Off1ine
e Bitmask with third significant digit set: Corrupt

policy

Embedded; see policy-threshold.
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snapshots
This basetype is used by show snapshots.
Table 94 snapshots properties

Name Type Description

durable-id 